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Abstract
We present Virtual Notepad, a collection of interface
tools that allows the user to take notes, annotate docu-
ments and input text using a pen, while still immersed in
virtual environments (VEs). Using a spatially-tracked,
pressure-sensitive graphics tablet, pen and handwriting
recognition software, Virtual Notepad explores hand-
writing as a new modality for interaction in immersive
VEs. This paper reports details of the Virtual Notepad
interface and interaction techniques, discusses imple-
mentation and design issues, reports the results of initial
evaluation and overviews possible applications of virtual
handwriting.

1. Introduction

Writing is a ubiquitous everyday activity. We jot
down ideas and memos, scribble comments in the margins
of a book or an article, annotate blueprints and design
plans. Using computers, we type documents, complete
forms and enter database queries. However, writing, tak-
ing notes or entering text in immersive VEs is almost im-
possible. Cut off from conventional text input devices,
such as keyboards, immersed participants are unable to
effectively communicate textual information in VEs [1, 2].
Consider the following scenario: While walking through a
virtual building and evaluating its design, the architect
notices a flaw. Currently, this user is forced to exit the
virtual environment in order to note observations or to
access design plans. This is inconvenient, and important
information and insights may be lost during the transition
between the real and virtual workspace. Furthermore, on
some occasions the architect may want to sketch design
ideas or correct design plans while still experiencing the
VE. However, the virtual workspace in which users are
able to evaluate and experience phenomena of interest is
currently separate from the workplace in which they per-
form their actual work.

We present Virtual Notepad, a collection of interface
tools that allows the user to take notes, annotate docu-
ments and input text simply by writing with a pen, while
still in an immersive VE. Using a spatially-tracked, pres-
sure-sensitive graphics tablet, pen and handwriting recog-
nition software, Virtual Notepad explores handwriting
input as a modality for interaction in immersive VEs. This
paper reports details of the Virtual Notepad interface and
interaction techniques, discusses implementation and de-
sign issues, reports the results of initial evaluation and
overviews possible applications of virtual handwriting.

2. Related work

The majority of current research on interaction tech-
niques for VEs has focused on methods of direct manipu-
lation, voice and gesture input as the prime ways of inter-
acting in VEs. Although the importance of providing text
input and note taking capabilities in virtual interfaces has
been recognized [1, 3, 4], research investigating methods
and tools for entering and manipulating textual data in
immersive VEs remains sparse. Voice input with speech
recognition has often been viewed as a possible method
for the immersive input of text [1, 5]. However, text ma-
nipulation and editing is difficult to accomplish with voice
alone, and current voice recognition technology suffers
from poor performance in noisy environments and limited
sensitivity to differences in the speaker’s voice and accent
[5]. A virtual annotation system developed by Verlinden
et al. [6] allows the user to add audio annotations to vir-
tual objects. Annotations are represented as a small
marker attached to the object, and can be selected later for
playback. A similar system has also been developed by
Harmon et al. [2]. The drawback of oral annotations is
that although they are very easy to create, they are diffi-
cult to use. For example, editing and searching voice an-
notations can be a cumbersome task [2, 6]. Virtual key-
boards have also been suggested as text input tools,
but interaction with them has been reported as “clumsy”



and non-intuitive, and suffers from the lack of force feed-
back [1].

Although there have been no previous reported at-
tempts to introduce handwriting into immersive VEs, there
is a significant body of research investigating the applica-
tion of handwriting recognition and pen input for conven-
tional 2D interfaces (see, for example, [7, 8, 9]). There
have also been a few attempts to apply pen input and 2D
gestures to interaction with 3D environments. For exam-
ple, the SKETCH system, developed at Brown University,
allows the user to quickly sketch 3D scenes by drawing
predefined 2D gestures using a mouse or pen [10]; and in
systems by Billinghurst et al. [11] and Szalavári et al. [12]
a pen and tablet are placed inside a virtual environment
and are used as ubiquitous interface tools for creating and
manipulating virtual objects.

3. The Virtual Notepad

To investigate the potential of virtual handwriting, we
have developed Virtual Notepad, a collection of simple
interface tools for note taking and text input in VEs. Vir-
tual Notepad allows the immersed participant to write
notes, annotate documents and images, and modify previ-
ously entered notes, as well as distribute them in VEs.

Virtual Notepad has been evaluated within a Virtual
Reality Emergency Room (VRER) environment. A VRER
has been developed at the Human Interface Technology
Laboratory to quickly prototype and evaluate new medical
interface metaphors and data representations [13, 14]. A
task used to evaluate Virtual Notepad was to take notes
and annotate medical images within the VRER.

3.1 The basics of the Virtual Notepad

Figure 1 presents the basic configuration used by
Virtual Notepad. The participant is immersed using the
head-mounted display and two Polhemus sensors, which
track the position and orientation of the user’s head and
hand. The user is provided with a small pressure-sensitive
tablet, which is tracked by a third sensor. Within the VE,
we register the position of the virtual notepad with the
position of the real tablet. Rotation and movement of the
tablet in the physical world is translated into the corre-
sponding movements of the virtual notepad in the immer-
sive world (Figure 2).

Two major modes of interaction are supported. While
the user is not touching the tablet with the pen, a virtual
representation of the user’s hand is provided so that the
user can interact with objects in the VE as usual. When
the participant touches the real tablet with the real pen,
then Virtual Notepad is activated and the virtual hand is
replaced with a virtual pen, which appears on the virtual
notepad in the position corresponding to the position of

the real pen on the real tablet (Figure 2). This virtual pen
provides the user with a constant visual reference for the
location of the entry point. As the user draws on the
physical tablet, the virtual pen “draws” on the virtual

Figure 1. The physical setup of Virtual Notepad. The user
is provided with a spatially-tracked tablet and pen for
taking notes in the VRER.

Figure 2. The virtual notepad is spatially registered with
the physical tablet. When the user draws on the physical
tablet, the virtual pen “draws” on the virtual notepad.

Figure 3. Pen strokes can be removed by wiping an
“eraser” over them. The red line indicates the path of the
eraser on the notepad.



notepad, creating the illusion of drawing directly on the
virtual notepad.

3.2 Interacting with Virtual Notepad

The basic metaphor of Virtual Notepad is that of a
hand held notebook. The user can write down notes on its
pages, erase or modify them, flip pages to find a desired
note, or tear pages out of the notebook. The pages of the
notebook can be clean pages, pages with notes entered
previously or any document or image which the user has
added to the notebook. Below we discuss interaction tech-
niques currently implemented in Virtual Notepad.

3.2.1 Taking notes in the virtual notepad. Like the
Tivoli electronic whiteboard [8] and the Dynamite elec-
tronic notebook [7], Virtual Notepad uses digital ink
without recognition approach. The user enters notes using
freeform handwriting, which is captured as a collection of
strokes—digital ink. This digital ink approach allows par-
ticipants to take notes on any part of the virtual notepad,
to write in any size and direction and to easily combine
notes and drawings, an essential part of any note-taking
process (Figure 5) [8]. One shortcoming of the pure digi-
tal ink approach is the lack of capability for text input,
which is required to allow note indexing, searching, and
input of commands or parameters (for example file
names). To allow for input of text Virtual Notepad, there-
fore, also includes handwriting recognition capability,
which is currently used only for command input. This
functionality will be discussed further below.

3.2.2 Modifying notes in the virtual notepad. Mistakes
by users while taking notes are inevitable, and editing and
stroke manipulation gestures (meta-strokes) are therefore
provided to allow for correction and  modification of in-
put [8].  In the current implementation of Virtual Notepad,
we provide the user with a simple gesture for removing
any individual stroke or set of strokes in the notepad. To
remove unwanted strokes, the user simply flips the pen
and erases them, by wiping the surface of the virtual note-
pad with the “eraser” located on the other end of the pen.
As the eraser crosses a stroke, that stroke is removed
(Figure 3).  The red line indicating the path of the “eraser”
on the notepad disappears when the user removes the pen
from the tablet, cueing the end of the operation. Informal
evaluation of Virtual Notepad has shown that this tech-
nique is intuitive and easy to use, since it capitalizes on
our everyday experience with real pencils and paper.
The ability to erase strokes seems sufficient for this
application. If erasure is easy, it is much simpler to re-
move and rewrite faulty strokes than it would be to modify
them.

3.2.3 Adding/removing pages in the virtual notepad.
The user can have as many pages in the virtual notepad as
desired. These can be clean pages, pages with notes scrib-
bled previously, or images and documents added to the
notepad. Real-world documents can be added to the vir-
tual notepad in either an off-line mode or while inside the
VE. For example, if an architect wants to bring the plans
of a building into the VE where this building is being
evaluated, then she can scan the plans and instruct Virtual
Notepad to add them when the application starts. If docu-
ments are already located in a VE, then the immersed user
can simply grab them with the virtual hand and “bind”
them into the virtual notepad. Binding can be performed
by intersecting the virtual notepad with the desired docu-
ment and pressing a button (Figure 4). Virtual Notepad

Figure 4. The user can grab document from VE and
“bind” it into the virtual notepad by intersecting virtual
notepad with the document and pressing a button.

Figure 5. The user can annotate documents and images
added to the virtual notebook. The digital ink approach
allows for easy combination of notes and drawings.



then adds the document into the notepad (Figure 5). The
reverse operation can also be performed: the user can tear
pages from the notepad and place them in the VE. This is
accomplished by touching the virtual notepad with the
virtual hand and pressing a button. The top page attaches
to the virtual hand and can then be placed in any desired
location in the VE (Figure 6).

3.2.4 Manipulating documents in the virtual notepad.
Virtual Notepad provides a set of commands that allow
users to manipulate pages: flip through them, add blank
pages or remove existing pages. We use the handwriting
capabilities of Virtual Notepad, instead of using widgets,
menus or other conventional means of command input in
VEs. The user can simply write commands, anywhere on
the virtual notepad, which are then recognized by the
handwriting recognition engine and executed. For exam-
ple, to access the next page of the notepad the user can
write “N” or “n” (for “next”). To add a blank page, the
user can write “A”, “a” or “add” and so on (Figure 7).
One-letter commands were chosen to accelerate their in-
put. To distinguish between the notes and commands we
use “tense modes” [15] i.e., the user holds down the but-
ton on the pen while writing a command. A different ink
color (blue) is used to visually distinguish written com-
mands from regular notes. After execution, the command
disappears.

3.3 Design and implementation

Virtual Notepad has been implemented using a cus-
tom VR software toolkit developed as an extension of the
Sense8 World Toolkit version 6.0. An SGI Onyx RE2
graphics workstation, equipped with a Virtual Research
VR4 head-mounted display and three Polhemus Fastrak
6DOF sensors is currently used. A Wacom Technology
Corporation ArtPad II® 4” x 5” tablet is used as the hand-
writing input device. To avoid interference with the elec-
tromagnetic field of the tablet, the Polhemus sensor must
be mounted about 5-8 cm outside the tablet (Figure 1).
The CalliGrapher™ handwriting recognition engine from
ParaGraph International has been installed on a Windows
NT workstation, and communicates with the SGI Onyx
workstation using TCP/IP protocol. Below, we discuss
some of the implementation issues of Virtual Notepad.

3.3.1 Implementation of the virtual notepad. Each page
of the virtual notepad is implemented as a texture that is
mapped on a single polygon and dynamically updated
every cycle of the simulation loop with new handwriting
input from the user. The highest possible resolution of the
tablet (1000-2540 dpi, depending on the driver, accurate
to 0.02”) is significantly higher than the current resolution
of the texture (128 x 128 pixels), and the user’s input is

therefore filtered to remove excess data. Increasing the
resolution of the virtual notepad currently increases the
lag between writing on the real tablet and the appearance
of the writing on the virtual notepad. Initial evaluation
shows that the current resolution is sufficient for simple
note taking, since it allows for about 15-20 symbols per
row of the notepad.

3.3.2 Modes of the virtual notepad. The user activates
Virtual Notepad’s handwriting functionality by physically
bringing the pen close to the tablet. Wacom tablets can
accurately register the position of the pen within 4 - 5 mm
from its surface. Therefore, Virtual Notepad is activated
when the pen is close enough to be sensed by the tablet,
rather than when the user actually touches the tablet with
the pen. When the tablet senses the pen, the virtual hand
becomes invisible and a virtual pen appears on the virtual
notepad, allowing the user to write. Conversely, when the
user removes the pen from the working range of the tablet,
the virtual pen is hidden and the virtual hand reappears,

Figure 6. Pages can be “ripped” off the virtual notepad
and placed anywhere in the VE.

Figure 7. Handwritten commands are used to flip the vir-
tual notepad’s pages. The user writes “N” to access the
next page of the notepad.



allowing object manipulation and other conventional VE
interactions. Ability to sense the pen when it is not in
physical contact with the tablet is crucial for seamless
immersive handwriting. This is because when we write the
pen is naturally lifted from the writing surface whenever
we finish a stroke within a character, word, drawing, etc.
If Virtual Notepad switched off each time the user lifted
the real pen from the tablet, then the virtual pen would
disappear after each stroke. Consequently, the user would
not be able to accurately reposition the pen between
strokes, because the visual reference for the entry point,
the virtual pen, would not be available.

Virtual Notepad therefore supports two modes of in-
teraction. When the physical pen is close enough to be
sensed by the tablet, but is not touching it, then Virtual
Notepad is in positioning mode, and the user can move the
pen around without drawing on the virtual notepad. As
soon as the pen contacts the tablet, Virtual Notepad
switches to handwriting mode, allowing the user to write
on it. Lifting the pen from the tablet (but staying within its
working range) switches Virtual Notepad back to posi-
tioning mode, and so on.

3.3.3 Performance. The user has very fine control over
the pen and a significant amount of handwritten data can
be entered very quickly. To avoid losing data, we use a
designated process that collects handwriting input, filters
it to remove excessive data and then sends the resulting
trajectory points to the VE rendering process. Unfortu-
nately, there is noticeable latency between writing on the
tablet and the stroke appearing on the virtual notepad.
Evaluation of Virtual Notepad shows that, with practice,
users can develop techniques to cope with this lag, but
practical applications of immersive handwriting will re-
quire minimal latency. We are currently investigating
various approaches to reduce it.

4. Evaluation and discussion

In order to identify the strengths and weaknesses of
Virtual Notepad and to identify problems and possible
improvements, an informal evaluation of the usability of
the system was conducted. Immersive handwriting is just
starting to be investigated, and informal observation of
users was therefore considered an appropriate method for
initial evaluation of Virtual Notepad.

This preliminary evaluation demonstrated that hand-
writing is an efficient, intuitive and enjoyable modality for
interaction in VEs. As in many other interaction para-
digms that employ real world metaphors, using handwrit-
ing allows us to take advantage of skills that users have
developed in the real world and utilize them in the immer-
sive environment. Virtual Notepad supports two-handed
interaction with “tactile augmentation”, which results in

very intuitive interaction. The user can “feel” the virtual
pen and notepad while writing, which enhances perform-
ance and the sense of presence within the VE [16]. Using
two hands also provides physical support, as the user can
rest his hand on the tablet while writing (Figure 1). Exact
registration of the virtual notepad and tablet is not neces-
sary, because the user can easily and unconsciously move
his hands toward each other, and in relation to each other,
in two-handed interaction [17]. The user can rely on kin-
esthetic cues to easily adjust for small discrepancies be-
tween the spatial positions of the tablet and the notebook.

The drawback of the real world metaphor is that
while employing their real world experience for immer-
sive interaction, users also base their expectations on their
experience with a physical pen and paper. For example,
most of the users expected an immediate response when
writing on the tablet, which did not happen due to the la-
tency of the system, and this often led to confusion. How-
ever, after practicing and receiving an explanation, users
would learn to write more slowly and their performance
would significantly improve. Generally, we found that
visual realism was less important then realism of the pen’s
responses and behavior.

Although exact registration of the virtual notepad
relative to the tablet was not essential, its correct registra-
tion relative to the user’s body was important. When the
user is holding the tablet in front of herself, she expects
the virtual notepad to also be in front of her. Due to the
kinesthetic cues mentioned above, the user never misses
the virtual notepad, and can always write on it, but writing
is uncomfortable and fatiguing when it is not properly
registered with the body. The size of the virtual notepad is
another important parameter. When the virtual notepad is
too large, it obscures the VE and forces users to stretch
their hands uncomfortably far forward, to allow them-
selves to see more of the notepad. Making the virtual
notepad too small also makes writing difficult, because it
requires very accurate pen movement and prompts users
to keep the tablet as close to their face as possible to be
able to see drawings in details. Further evaluation is im-
portant to develop guidelines for this size/distance trade-
off for Virtual Notepad.

During the evaluation of the system we found that a
simple set of handwritten commands that can be quickly
jotted down and executed may be more expressive and
easy to use for some tasks than virtual menus and widgets.
In addition to eliminating the clutter of control objects and
widgets, handwritten commands help to overcome some
of the shortcomings of direct manipulation. For example,
specifying operations on groups and subgroups of objects
using direct manipulation methods can be a tedious task.
An operation such as “remove all objects with names
starting with ‘a’” would require manual selection of the
objects that satisfy this condition [18]. On the other hand,



using a command language the user can easily specify the
same operation as one command (for example “rm a*” for
UNIX). Using Virtual Notepad and handwriting recogni-
tion, we can implement virtual command interfaces that
are able to extend the traditional direct manipulation para-
digm of VEs.

5. Conclusions and future work

In this paper, we present Virtual Notepad, a collec-
tion of interface tools which introduce and explore immer-
sive handwriting interfaces. Using Virtual Notepad, the
user can take notes while still inside a VE, experiencing
and evaluating phenomena of interest. Furthermore, users
can take documents from their physical workplace into
their virtual workspace to be annotated. Thus, Virtual
Notepad can potentially transform VEs from a place to
gain experience into a place to do real work.

The potential applications of immersive handwriting
go beyond note taking and include immersive collabora-
tion, immersive modeling and content creation. Coupling
handwriting input with recognition can provide natural
and efficient virtual command language interfaces that
enhance the traditional direct manipulation paradigm of
VEs. Certainly, the tablet and handwriting do not replace
direct manipulation, voice and gesture input, or other
means of interacting in VEs. Instead, we see handwriting
as an additional modality, which can be combined with
existing VE interface paradigms to enhance their utility
and result in effective and enjoyable interaction.

Our future research will both improve and add to the
current functionality of Virtual Notepad. The problem of
latency should be addressed by optimizing algorithms and
the software architecture of the system. The current use of
handwriting recognition is limited and more work should
be done to investigate its potential. Our informal evalua-
tion suggests that additional gestures for stroke manipula-
tion might be useful, as well as tools that allow the user to
magnify parts of images on the virtual notepad for detailed
examination. The combination of handwriting interfaces
with virtual widgets, direct manipulation techniques, voice
and gesture input will also be investigated.
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