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Abstract In this paper, we examine the long-run cointegration relationship

between electricity consumption and GDP per capita in Gibraltar over the period

1996–2012. We examine the short-run and long-run and the causality nexus. The

results show electricity consumption has a long run association with the output per

capita at levels. Moreover, we note a statistically significant coefficient of electricity

consumption the short run (0.53) and in the long-run (1.46). Moreover, a unidi-

rectional causality running form electricity consumption to GDP per capita is noted.

Hence, electricity consumption causes income growth in the economy and therefore

we recommend efficient use of electricity consumption in key productive sectors of

the economy as a way forward to spur growth in the small semi-sovereign economy

of Gibraltar.
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1 Introduction

1.1 Background

Gibraltar, a member of the European Union, is a very small economy with the

population size of around 30,000 people (Abstract of Statistics 2012). The economy

is part of the British Overseas Territory located on the southern end of the Iberian

Peninsula at the entrance of Mediterranean. Gibraltar has been part of the United

Kingdom (UK) since 1713 when Spain handed the territory to Britain as part of the

Treaty of Utrecht. However, it has a separate legal jurisdiction from the United

Kingdom. Under the Gibraltar constitution of 2006, the country is self-governing in

all areas except defense and foreign relations, which is the responsibility of the UK

Government. The British Nationality Act 1981 grants Gibraltarians full British

citizenship. Gibraltarians elect their own representatives to the territory’s House of

Assembly and the British monarch appoints a governor.

On average, the nominal per capita gross domestic product (GDP) of Gibraltar

was about £35,953 (2008–2012). Over the same period, the economy grew on

average by 8.1 %. Electricity consumption per capita [in kilo Watt hours (kWh)]

also noted an unprecedented growth—the average per capita electricity consump-

tion was 1569 kWh in 1970–1980. In 1981–1990, the per capita electricity

consumption increased to 2055 kWh; and this further increased to 3382 kWh in

1991–2000 and 5015 kWh in 2001–2012 periods, respectively.

The production structure of the economy is largely characterized as a pure

service economy which rests on four pillars: the financial services, e-gaming,

tourism and the port. Each of these sectors contributes nearly 25 % to the GDP.

Gibraltar’s economy benefits on the one hand largely from that fact that it has no

value added tax, no capital gain tax, no inheritance tax and a corporate tax rate of

only 10 %. On the hand, Gibraltar has a high-class jurisdiction within Europe that is

internationally cooperative on all fronts, particularly in relation to exchange of

information on tax matters. The financial and the e-gaming sectors are strongly

regulated. Therefore the OECD lists Gibraltar on its ‘‘white list’’ and it shares the

same status as the UK, USA or Germany.

At the crossroads of the north–south and east–west shipping routes, the port

offers services ranging from bunkering to dry-docking, chandlery, crew changes,

charts, hull cleaning and underwater surveys. The second important sector is

tourism which records on average, around 12 million visitors per year. However,

these sectors are suffering because of the sluggish economic performance of the EU

and the rest of the world since 2008. Moreover, Gibraltar is becoming an attractive

destination for hedge funds, insurances and high net worth individuals. Addition-

ally, Gibraltar has licensed 25 international gaming companies and 10 predomi-

nantly US and UK games software suppliers. These companies park a lot of

intellectual property in Gibraltar because the royalty income on intellectual property

is tax-free.

Electricity is at the heart of these sectors. Notably, one of the largest capital and

operating expenditures for any e-gaming business are caused by the data centers

which consume relatively high depend watts of electricity. In Gibraltar, Gibtelecom,
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Cube and Sapphire Networks provide the necessary data centers.1 Subsequently, the

energy consumption of data centers in Gibraltar is far more important than in a

bigger country because of its importance relative importance to the development

and functioning of key sectors such as transportation, finance, and e-gaming.

In this paper, we examine the role of electricity consumption in determining the

GDP per capita in Gibraltar over the period 1996–2012. Notably, most of the studies

in the literature are conducted on relatively large and sovereign states. This paper

focuses on a small semi-sovereign economy which is growing at unprecedented

rates while faced with a number of constraints such as small population size and

geography, and striving to maintain sound political and diplomatic ties with the UK

and Spain. Moreover, although the literature on electricity (energy) viz. economic

growth is exhaustive, to our knowledge, thus far, no attention has been given to the

semi-sovereign state of Gibraltar possibly because of: (a) data limitations which

have been resolved to some extent with the availability of reliable data provided by

the Government of Gibraltar (2014a); (b) and the recent advancement in

cointegraton techniques and tools (Pesaran and Pesaran 2009); and (c) lack of

interest given that the Gibraltar is a relatively small country. However, we argue

given that Gibraltar is a semi-sovereign economy with a peculiar production

structure, and the fact that electricity consumption has increased over the last four

decades, partly due to the booming energy dependent sectors such as e-gaming and

online banking, examining the nexus between electricity consumption and income

in Gibraltar is of interest and a modest contribution to the literature.2

In what follows, we extract the actual data available from the Abstract of

Statistics (Government of Gibraltar 2014b) over the period 1996–2012. The method

used in the analysis is the auto-regressive distributed lag (ARDL) procedure

(Pesaran et al. 2001; Pesaran and Pesaran 2009), and the Toda and Yamamoto

(1995) causality procedures, respectively. In summary, the results show that

electricity consumption has a long run association with the output per capita at

levels with a statistically significant coefficient of electricity consumption in the

short run (0.53) and the long-run (1.46); and a unidirectional causality running form

electricity consumption to GDP per capita duly supporting electricity-led growth

hypothesis. The reminder of the paper is set out as follows. In the next section

(Sect. 2), we provide a brief literature survey of studies pertaining to electricity/

energy viz. economic growth. In Sect. 3, we discuss the methods, followed by the

results in Sect. 4. In Sect. 5 we conclude.

2 Literature survey

In many instances, energy and electricity are interchangeably used in the literature.

Subsequently, we summarize studies on electricity and energy consumption viz.

1 Koomey (2011) estimates that between 1and 2 % of the world wide electricity in 2010 were used for

data centers and that the electricity consumption of data centers world-wide increased by 56 % from 2005

to 2010.
2 We also thank the reviewers for pointing this out in the second round of the review comments.
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economic growth. In surveying the literature on energy-growth nexus, Payne (2010)

proposed that energy-growth causality can be categorized into four streams: (1) the

growth hypothesis which asserts a unidirectional causality from electricity (energy)

consumption to economic growth; (2) the conservation hypothesis in the presence of

a unidirectional causality from economic growth to electricity (energy) consump-

tion; (3) the neutrality hypothesis which indicates the absence of any causal

relationship between electricity consumption and economic growth; and (4) the

feedback hypothesis which emphasizes a bidirectional causation between energy

consumption and growth.

Early studies that looked at the income and electricity/energy nexus dates back to

Kraft and Kraft (1978) who used the Granger causality test to provide evidence of

causality running from income to energy in the US. Studies that further support the

conservation hypothesis are: Abosedra and Baghestani (1989) for the US, Yu and

Choi (1985), Ghosh (2002) for India, Soytas and Sari (2003) for South Korea, Erol

and Yu (1987) for West Germany, Masih and Masih (1996) for Indonesia, Soytas

and Sari (2003) for Korea and Italy, Oh and Lee (2004a) for Korea, Narayan and

Smyth (2005) for Australia, Wolde-Rufael (2006) for six African countries

(Cameroon, Ghana, Nigeria, Senegal, Zambia, Zimbabwe), Yoo (2006) for

Indonesia and Thailand, Lee (2006) for France, Italy and Japan, Yoo and Kim

(2006) for Indonesia, Huang et al. (2008) for middle income groups (lower and

upper middle income groups) and high income group countries, and Odhiambo

(2009) for Congo (DRC), and Kumar et al. (2014a) for Albania, Bulgaria, Hungary

and Romania.

Evidence supporting unidirectional causality from energy/electricity consump-

tion to income (growth hypothesis) are: Stern (1993, 2000) for the US, Erol and Yu

(1987) for Japan, Yu and Choi (1985) for Philippines, Masih and Masih (1996) for

India and Indonesia, Glasure and Lee (1998) for Singapore, Soytas and Sari (2003)

for Turkey, France, Germany and Japan, Shiu and Lam (2004) for China, Wolde-

Rufael (2004, 2006) for Shanghai, China, and Benin, Congo (DRC) and Tunisia,

respectively, Altinay and Karagol (2005) for Turkey, Lee (2005) for eighteen

developing countries, Yuan et al. (2007) for China, Odhiambo (2009) for Tanzania,

Odhiambo (2010) and Kumar and Kumar (2013a) for South Africa and Kenya.

Moreover, Bowden and Payne (2009) use the US annual data from 1949 to 2006

using aggregate and sectoral primary energy consumption measures within a

multivariate framework and the Toda-Yamamoto (Toda and Yamamoto 1995)

procedure. They find that industrial primary energy consumption Granger-cause real

GDP. Akinlo (2009) and Abosedra et al. (2009) finds a unidirectional causality from

electricity consumption to real GDP for Nigeria and Lebanon, respectively; Yoo and

Kwak (2010) find a unidirectional short-run causality from electricity to real GDP

for Argentina, Brazil, Chile, Columbia, and Ecuador. Moreover, Bowden and Payne

(2010) using the USA as a reference country, explore the causality between

renewable and non-renewable energy consumption at sectoral level and find a

unidirectional causality from residential renewable energy consumption and non-

renewable energy consumption to real GDP, respectively, and Payne (2011a) finds a

unidirectional causation from biomass energy consumption to real GDP.
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Studies that support the feedback hypothesis includes: Erol and Yu (1987) for

Japan and Italy, Hwang and Gum (1992) for Taiwan, Masih and Masih (1996) for

Pakistan, Glasure and Lee (1998) for South Korea and Singapore, Hondroyiannis

et al. (2002) for Greece, Soytas and Sari (2003) for Argentina, Ghali and El-Sakka

(2004) for Canada, Oh and Lee (2004b) for Korea, Wolde-Rufael (2006) for Egypt,

Gabon, and Morocco, Lee (2006) for the US, Yoo (2005, 2006) for Korea, Malaysia

and Singapore, Mahadevan and Asafu-Adjaye (2007) for energy exporting

developed countries; and between commercial and residential primary energy

consumption and real GDP, respectively, for the US (Bowden and Payne 2009).

Moreover, Tang (2008) finds no evidence of cointegration between electricity

consumption and economic growth in Malaysia however concludes a bi-directional

causation between the two. Yoo and Kwak (2010), Ouédraogo (2010), Shahbaz

et al. (2011) find bidirectional causality between electricity consumption and

economic growth for Venezuela, Burkina Faso, and Portugal, respectively.

On the other hand, some studies find no evidence of causality between energy

and income thereby supporting the neutrality hypothesis. These studies include:

Akarca and Long (1980), Yu and Hwang (1984), Yu and Choi (1985), Erol and Yu

(1987) for the case of the US, Masih and Masih (1996) for Malaysia, Singapore and

Philippines, Glasure and Lee (1998) for South Korea (based on the standard Granger

causality), Soytas and Sari (2003) for nine countries including the US, Asafu-

Adjaye (2000) for Indonesia and India, Altinay and Karagol (2004) for Turkey,

Wolde-Rufael (2005) for eleven African countries (including Kenya and South

Africa), Lee (2006) for the UK, Germany and Sweden, Soytas and Sari (2006) for

China, Wolde-Rufael (2006) for Algeria, Congo Republic, Kenya, South Africa, and

Sudan, and Huang et al. (2008) for low income group countries, and Yoo and Kwak

(2010) for Peru. More recent studies showing the absence of causality in the US at

disaggregated and sectoral levels include: Payne and Taylor (2010) who find

absence of causality between nuclear energy consumption and real GDP growth,

Bowden and Payne (2010) who find the no causality between commercial and

industrial renewable energy consumption and real GDP, and Payne (2011b) who

find absence of causality between coal consumption and real GDP.

Notably, the disagreements in the direction of causality as well seen in the

literature are mainly due to country-specific structural factors; the sample size; the

differences in the methods and approaches used; and the definition and the level of

disaggregation of energy in examining the electricity-growth nexus.3

3 Methods

3.1 Framework

We use the Cobb–Douglas type production function and define the GDP per capita

equation as:

3 In most cases, the results from using either energy consumption or electricity consumption data are

qualitatively similar.
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y ¼ ELECa ð1Þ

where y = real GDP per capita; and ELEC = electricity consumption per capita in

kWh; and a is share or elasticity coefficient of electricity consumption.

Hence taking the logarithm of (1), we obtain the basic equation for estimation as:

ln y ¼ pþ a lnELEC þ e ð2Þ

where p, is a constant. Equation (2) is then used to estimate long-run relationship

once a cointegration is identified.

3.2 Data

We use the annual data from 1996 to 2012. The data used in the analysis are

extracted from the report: Abstract of Statistics published for 2002 and 2012 by the

Statistics Office of the Government of Gibraltar (Government of Gibraltar 2014a,

2014b). It was noted that data on GDP are in given nominal terms, and hence need

to be adjusted for inflation to convert the data into real terms. The data for GDP per

capita in nominal terms (in pounds) is available for the period 1996–2012. The GDP

per capita is then adjusted with the respective year retail index to obtain the values

in real terms. The report publishes data on electricity consumption in millions of

kWh and population for the period 1970–2012, respectively. Therefore, we compute

the electricity per capita (in KWH) by dividing electricity consumption in KWH by

the respective period population (ELEC). Given that the per capita GDP data is from

1996 to 2012, we restrict the sample to this period only.4 Notably, this reduces the

sample size to 18. However, as discussed in Sect. 3.3, examining the cointegration

of small sample size is also possible using the Microfit 5.01 software which provides

the critical bounds and the F- and W- statistics to reach a reliable conclusion. All

variables are transformed into log form before proceeding to estimation. The

descriptive statistics and correlation matrix are provided in Table 1, which shows

that all variables are positively correlated.

3.3 ARDL approach

To examine the cointegration relationship and hence the existence of long-run

association between the variables, we use the autoregressive distributed lag (ARDL)

procedure developed by Pesaran et al. (2001). There are a number of advantages of

using ARDL procedure. First, it is relatively simple and recommended for small

sample size (Pesaran et al. 2001; Ghatak and Siddiki 2001; Narayan 2005; Wolde-

Rufael 2006). Second, in this approach, it is not required to test for unit roots and it

is also possible to investigate cointegration irrespective of the order of integration.

In other words, the variables can be integrated of at most order one, i.e. either I (0), I

(1) or a combination of the two. Nevertheless, the ARDL procedure is not designed

to accommodate I (2) variables and therefore appropriate unit root tests need to be

4 It is also worth noting that GDP that data older than 1996 could be distorted by the military activities of

the Royal Forces.
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provided to clarify the order of integration. Moreover, conducting the unit-root tests

also helps in performing a robust causality assessment particularly when using the

approach proposed by Toda and Yamamoto (1995). For the purpose of unit root

tests, we use the augmented Dickey–Fuller (ADF), Phillips–Perron (PP) and

Kwiatkowski–Phillips–Schmidt–Shin (KPSS) (Kwiatkowski et al. 1992) tests to

examine the time series properties of the variables and compute the unit root

statistics. We examine the presence of unit root with intercept, and intercept and

trend. The critical values for ADF, PP and KPSS are based on Mackinnon (1996),

Kwiatkowski et al. (1992), respectively. The optimal is automatically lag

determined by the Eviews 8 based on the the Akaike information criterion (AIC)

for ADF, and bandwidth for PP and KPSS tests, respectively. The null hypothesis

for ADF and Phillips-Perron tests is that the given series has a unit root (non-

stationary), and for KPSS, the hypothesis is that the given series is stationary. We

denote 1 and 5 % level of significance for stationary series by A, and B,

respectively. The unit root results (Tables 2, 3, 4) indicate that all variables are I

(0)—stationary in their difference within the 1 and 5 % levels of statistical

significance.

We also examine the structural break in series using the Zivot and Andrews

(1992), Perron (1997) unit root test of unknown single structural break in series

(Tables 5). We note that although including the break periods does not influence the

long-run and short-run results, and also the break period is not statistically

significant in the results), it does affect the statistical significance of the

cointegration between level variables. Due to small sample size, we note that

including the break periods fails to successfully execute the cointegration analysis

and hence the critical bounds and the F- and W-statistics cannot be obtained.5

Nevertheless, we report the structural break periods in series. However, we do not

include the break periods in examining the cointegration due to small sample size

5 Although the sample data for electricity consumption is from 1970 to 2012, the per capita income data

is from 1996 to 2012 and hence the analysis is restricted to the latter. Additionally, it also should be taken

into account that in 1984 the Royal Forces contributed 60 % to the GDP and the contribution was less

than 6 % in 2008.

Table 1 Descriptive statistics

and correlation matrix

(1996–2012)

Source: Authors’ estimation

using Eviews 8

Statistics Ln y Ln ELEC

Mean 9.0884 8.4210

Median 9.0314 8.4109

Maximum 9.5012 8.6742

Minimum 8.7079 8.1435

Standard Deviation 0.2704 0.1851

Skewness 0.1323 -0.0276

Kurtosis 1.6153 1.5820

Jarque–Bera 1.4078 1.4265

Probability 0.4947 0.4900

ln y 1.0000 –

ln ENG 0.9949 1.0000
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which affects successful execution of the cointergation statistics, and also noting

that the break periods are not statistically significant. Moreover, we also note that

are possibility of structural breaks earlier than 1996 which is not captured by the

Table 2 Unit root tests results

Variables in log form ADF [Intercept] ADF [Intercept & Trend]

Level 1st Difference Level 1st Difference

ln y 0.3334 [0] -4.4567 [0]A -2.3551 [0] -4.2186 [0]B

ln ELEC -0.6802 [0] -3.6662 [0]B -1.8217 [0] -3.6481 [0]C

A, B and C indicates series are stationary at 1, 5, and 10 % levels, respectively. Values in square brackets

[] indicate the optimum lag used

Source: Authors’ estimation using Eviews 8

Table 3 Unit root tests results

Variables in log form PP [Intercept] PP [Intercept & Trend]

Level 1st Diff. Level 1st Diff.

ln y 0.4099 [3] -4.4458 [1]A -2.3577 [1] -4.2338 [2]B

ln ELEC -0.7530 [7] -3.7009 [6]B -1.8783 [2] -3.6481[0[C

A, B and C indicates series are stationary at 1, 5, and 10 % levels, respectively. Values in square brackets

[] indicate the optimum lag used

Source: Authors’ estimation using Eviews 8

Table 4 Unit root tests results

Variables in log form KPSS [Intercept] KPSS [Intercept & Trend]

Level 1st Diff. Level 1st Diff.

ln y 0.5354 [3]C 0.1925 [2]A 0.1280 [2]B 0.1291 [3]B

ln ELEC 0.5339 [3]C 0.2007 [7]A 0.1343 [0]B 0.2111 [8]B

A, B and C indicates series are stationary at 1, 5, and 10 % levels, respectively. Values in square brackets

[] indicate the optimum lag used

Source: Authors’ estimation using Eviews 8

Table 5 Unit root tests of single unknown structural break (intercept only)

Variables

in log

form

(Zivot and Andrews 1992) Perron (1997)

Level Break 1st Diff. Break Level Break 1st Diff. Break

ln y -8.6937 [4]A 2004 -7.6384 [0]A 2005 -2.4461 [3] 2004 -7.8074 [0]A 2009

ln ELEC -3.1320 [0] 2005 -4.1251 [0] 2003 -3.2197 [0] 2004 -4.7851[0] 2009

A, B and C indicates series are stationary at 1, 5, and 10 % levels, respectively. Values in square brackets

[] indicate the optimum lag used

Source: Authors’ estimation using Eviews 8
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data due to the aforesaid limitations and hence using the break periods is not

sensible at this point. Hence, based on the conventional unit root tests, we note that

the maximum order of integration is one.

Next, since we do not have any prior information regarding the direction of the

long-run relationship between the level variables y and ELEC, we construct the

following ARDL equations:

D ln yt ¼ b10 þ b11 ln yt�1 þ b12 lnELECt�1 þ
Xp

i¼1

a11iD ln yt�i

þ
Xp

i¼0

a12iD lnELECt�i þ e1t ð3Þ

To examine the cointegration relationship, the basic steps are as follows: First,

Eq. (3) is estimated by ordinary least square techniques, separately. Second, the

existence of a long-run relationship is traced by imposing a restriction on all

estimated coefficients of lagged level variables equating to zero, in each equation.

Therefore, the null hypothesis of no cointegration (Hnull: bi1 = bi2 = 0) is

examined against the alternative hypothesis of existence of long-run cointegration

ðHALT : bi1 6¼ 0; bi2 6¼ 0Þ. If the computed F-statistics falls above the upper critical

bound, (F - stat[ I (1)critical), then the null hypothesis of no conintegration is

rejected. Alternatively, if the test statistics falls below the lower bounds (F -

stat\ I (0)critical), then the null hypothesis is accepted. In case when the F-statistics

falls within the upper and lower bounds, (I (0)critical\F -stat\ I (1)critical) the

outcome is inconclusive. Previously, to examine the cointegration based on the

computed bounds F-statistics, the critical bounds from Narayan (2005), which is

specifically designed for small sample size (30 B n B 80) is recommended.

However, in case where n\ 30, one may resort to other procedures proposed by

Cheung and Lai (1995), Sephton (1995) and applied in Tang and Abosedra (2014).

Moreover, the updated version of Microfit software (Mfit 5.01) by Pesaran and

Pesaran (2009), the successor of Microfit 4.1 (Pesaran and Pesaran 1999) also

enables one to compute the critical F- and W-statistics at the corresponding 90 and

95 % bounds by stochastic simulations using 20,000 replications with the given

sample size. Accordingly, we use Microfit 5.01 to compute the bounds and examine

the critical F- and W-statistics against the respective computed bounds to make the

conclusion. The results are provided in Table 6. In what follows, we note a long-run

cointegration of all the level variables at least at the 10 % level of statistical

significance. This indicates the presence of long-run association of level variables

between GDP per capita and electricity consumption per capita.

After confirming the existence of a long-run relationship between level

variables, we examine the maximum lag-length needed for the ARDL regression

estimation of the short-run and long-run estimation. We note that the maximum

lag-length is 1 (Table 7) which also supports the fact that the sample size is

relatively small.
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3.4 The Toda–Yamamoto approach to Granger non-causality test

Next, we examine the direction of causality using the Granger causality test

proposed by Toda and Yamamoto (1995) (T-Y approach). The test has the

advantage that the presence of non-causality can be examined irrespective of

whether the variables are I (0), I (1) or I (2), not cointegrated or cointegrated of an

arbitrary order. In order to carry out the Granger non-causality test, the model is

presented in the following VAR system:

ln yt ¼ a0 þ
Xk

i¼1

a1i ln yt�i þ
Xdmax

j¼kþ1

a2j ln yt�j þ
Xk

i¼1

d1i lnELECt�i

þ
Xdmax

j¼kþ1

d2j lnELECt�j þ k1t ð4Þ

lnELECt ¼ b0 þ
Xk

i¼1

b1i lnELECt�i þ
Xdmax

j¼kþ1

b2j lnELECt�j þ
Xk

i¼1

h1i ln yt�i

þ
Xdmax

j¼kþ1

h2j ln yt�j þ k2t ð5Þ

where the series are defined in (4)–(5). The null hypothesis of no-causality is rejected

when the p values falls within the (conventional) 1–10 % of level of significance.

Table 6 Results of bounds test

Dependent variable F-statistic W-statistic

ln y 13.9981 [6.0838, 7.1277] 27.9963 [12.1676, 14.2554]

F- and W- statistics are computed using the Microfit (Mfit) 5.01. The critical values are given in the

square brackets, []. The critical values computed by the Mfit 5.01 are based on the sample size of 17. If

the statistic lies between the bounds, the test is inconclusive. If it is above the upper bound, the null

hypothesis of no level effect is rejected. If it is below the lower bound, the null hypothesis of no level

effect cannot be rejected. The critical value bounds are computed by stochastic simulations using 20,000

replications

Source: Authors’ estimation using Mfit 5.01

Table 7 Lag length selection

Lag LL LR FPE AIC SC HQ

0 39.1271 – 2.43e-05 -4.9503 -4.8559 -4.9513

1 77.5254 61.4373A 2.50e-07A -9.5367A -9.2535A -9.5397A

2 78.4749 1.2661 3.92e-07 -9.1299 -8.6580 -9.13502

A indicates lag order selected by the criterion. LR sequential modified LR test statistic (each test at 5 %

level), FPE final prediction error, AIC Akaike information criterion, SC Schwarz information criterion,

HQ Hannan–Quinn information criterion

Source: Authors’ estimation using Eviews 8
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Hence, in (4), Granger causality from ELEC to y implies d1i = 0Vi; and in (5)

y Granger causes ELEC if h1i = 0Vi. The unit root results (Tables 2, 3, 4) show the

maximum order of integration is 1 (dmax = 1), and the optimal lag length chosen is 1

(k = 1). Hence, the maximum lags that can be used to carry out the non-causality tests

is 2 (dmax ? k B 2). This implies that when examining the causality, appropriate lag

used should not exceed 2. Moreover, for small sample size such as in our case, it is

recommended to use a shorter lag relative to a longer one to obtain more meaningful

results. For our purpose, we use the maximum lag of 1. In conducting the causality

tests, it is important to examine the properties of inverse roots of the AR (auto-

regressive) characteristics polynomial diagram. In order to obtain a robust causality

result based on the Chi square and p values, the inverse roots should lie within the

positive and negative unity. In case when the inverse roots lie outside the positive–

negative unit boundary, this need to be corrected by including appropriate lags and/or

trend variable as instruments (exogenous variable) in the VAR equation before pro-

ceeding with the causality assessment. We ensure the AR inverse roots are within the

positive–negative unit boundary before proceeding to the causality assessment.

4 Results

4.1 Diagnostic tests

Before presenting the ARDL long-run and short-run results, we present the lag-

estimated results (Table 8) which precedes the long-run and short-run results

together with the diagnostic tests. These diagnostic tests include: Lagrange

multiplier test of residual serial correlation ðv2
scÞ; Ramsey’s RESET test using the

square of the fitted values for correct functional form ðv2
ff Þ; normality test based on

the test of skewness and kurtosis of residuals ðv2
nÞ; and heteroscedasticity test based

on the regression of squared residuals on squared fitted values ðv2
hcÞ. In what follows

(Table 8), we find that the diagnostic test rejects the acceptance of the null

hypothesis of the presence of biasness of serial correlation [vsc
2 (1) = 0.0458: F(1,

12) = 0.0324], functional form [vff
2(1) = 4.7877: F(1, 12) = 4.7045], normality

Table 8 ARDL (1,1,0) lag estimates with dependent variable (ln y)

Regressor Coefficient Standard error T-ratio

ln yt-1 0.2523 0.1427 1.7676

ln ELECt 0.5301 0.2279 2.3264B

ln ELECt-1 0.5591 0.2675 2.0903C

Constant -2.3453 0.5382 -4.3576A

R2 = 0 0.9956; R
2
= 0.9946; S.E.R. = 0.0198; F-Stat. F(3,13) = 988.6399; xy = 9.0884; bry = 0.2704;

SSR = 0.0051; LL = 44.8162; AIC = 40.8162; SBC = 39.1498; DW-stat. = 1.9324; Durbin’s h-

stat. = 0.1724; vsc
2 : v2(1) = 0.0458; vff

2: v2(1) = 4.7877; vn
2: v2(2) = 0.5940; vhc

2 : v2(1) = 0.0009

Lag estimate is selected based on Schwarz Bayesian Criterion and n = 17

Source: Authors’ estimation using Mfit 5.01
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[vn
2(2) = 0.5940] and heteroscedasticity [vhc

2 (1) = 0.0009: F(1, 15) = 0.0008], at

least at 5 % level of statistical significance. The CUSUM and CUSUM of squares

(CUSUMQ) figures are examined to determine the stability of the parameters of the

model (Fig. 1a, b) and as noted, the plots show indicate that parameters are stable in

the model.

4.2 Short-run and long-run

In the short-run (Table 9, Panel b), we note that electricity consumption (per capita)

is statistically significant. This indicates that a 1 % increase in energy will result in

0.53 % increase in per capita income in the short-run. Furthermore, the coefficient

of the error-correction term is -0.75 and significant at 1 % level of statistical

significance. This implies a relatively speedy convergence to the long-run

equilibrium, i.e., about 75 % of the disequilibrium from the previous year’s shocks

in the model adjusts back to the long-run equilibrium in the current year.

In regards to the long-run results (Table 9, Panel a), we note that the coefficients

of electricity consumption is positive and statistically significant at 1 % level.

Hence, a 1 % increase in energy consumption is increases the per capita income by

1.46 %, in the long-run.

 The straight lines represent critical bounds at 5% significance level
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Fig. 1 a Cumulative sum of recursive residuals. b cumulative sum of squares of recursive residuals. The
straight lines represent critical bounds at 5 % significance level
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4.3 Granger causality

The results of the causality tests are presented in Table 10. A unidirectional

causation running from electricity consumption to GDP is noted. This indicates that

electricity consumption Granger causes GDP duly supporting the electricity-led

growth hypothesis.

5 Conclusion

Before we proceed to summarize the results, some caveats are in order. We

highlight the fact that the sample size is small (1996–2012) which is due to that fact

that data on GDP was only available for these periods, and therefore the sample had

to be reduced. We chose not to use any extrapolation techniques to backward

construct the data on GDP although this can be an option (Kumar and Stauvermann

2014) to overcome the sample size limitations.6 Moreover, the presence of structural

breaks in the series can equally distort the results. However, the sample size used is

relatively small (n = 17) and therefore incorporating the break periods (which we

Table 9 Estimated long run coefficients and short-run error correction representation [ARDL (1,1,0)]

Panel a. Long-run: dependent variable Ly Panel b. Short-run: dependent variable DLy

Regressor Coefficient Standard

error

t-ratio Regressor Coefficient Standard

error

t-ratio

ln ELEC 1.4567 0.0363 40.1095A D lnELECt 0.5301 0.2279 2.3264B

Constant -3.1365 0.3071 -10.2132A ECMt-1 -0.7478 0.1427 -5.2396A

Short-run Dynamics test statistics

R2 = 0.6904; R
2
= 0.6189; S.E.R. = 0.0198; xy = 0.0546; bry = 0.0321; F-Stat. F(2,14) = 14.4932;

S.S.R. = 0.0051; LL = 44.8162; AIC = 40.8162; SBC = 39.1498; DW-stat. = 1.9285

A = 1 %, abd B = 5 % level of statistical significance, respectively

Source: Authors’ estimation using Mfit 5.01

Table 10 Granger non-causality test

Excluded var. (X) Y

ln y ln ELEC

ln y – 0.1060 (0.7448)

ln ELEC 4.3418B (0.0372) –

degrees of freedom (df) = 1; B refers to 5 % level of significance; p values are in the parenthesis.

Significance indicates presence of causality from X to Y (X? Y)

Source: Authors’ estimation using Eviews 8

6 The danger of using approximated data is that it could result in unreliable conclusions. The authors are

thankful to the anonymous reviewers for highlighting this and insisting that only actual available data be

used in the analysis in the first round of review.
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have computed using the Perron (1997), Zivot and Andrews (1992) will give an

unclear picture since the odds of identifying break periods in the series prior to 1996

is equally likely. For instances, some notable events that may have plausibly

influenced the economic activities and therefore can be examined in future research

subject to data availability include inter alia: (1) in 1984, the Royal Forces

contributed around 60 % to the GDP compared to around 6 % in 2008; (2) in 1993,

which was the year in which Gibraltar celebrated its first National Day with strong

commitments to end the colonial status through self-determination; (3) the year

1996 was the period of General Election where the Gibraltar Social Democrats won

and pledged to establish a politically secure British Gibraltar with a modern

Constitution; and (4) the 1997 period signifies period of continued efforts to uphold

fundamental human right of self determination and resolving differences with Spain.

The effects of these periods can be better reflected with a relatively large sample

size. Nevertheless, we examined the break periods in our sample and noted that they

were statistically not significant, did not influence the long-run results, and in fact

resulted in failure to successfully execute the cointegration bounds statistics.

Examining all these scenarios, we refrained from including the structural break

periods in our model. Therefore, we admit that the results presented need to be taken

with some caution. However, we contend that even with a larger sample size,

electricity consumption will continue to have a momentous effect on the economic

growth of the Gibraltarian economy given the huge market of service industry that

includes e-gaming, finance, and tourism.

Against these limitations, the results presented indicate that electricity

consumption has momentous long-run and short associations with GDP per capita

and that electricity consumption duly causes income which subsequently supports

the electricity (energy)-led growth hypotheses for the small and semi-sovereign

state of Gibraltar. Our results therefore supports the fact that the presence of huge

industries such as e-gaming is one of the primary consumers of electricity and

hence an important driver of growth (because of its relatively huge demand for

electricity via the data centers). It is therefore recommended that the government

prioritize the provision of a safe and stable electricity supply, because the success

of the e-gaming industry and also online banking sector depends strongly on

internet connections and a secure supply of electricity. With respect to information

and telecommunication technology, Gibtelecom strives to offer a 100 % broadband

coverage. Although the supply of electricity may not be a concern at least for some

years from now, it is noted that frequent ‘‘freak events’’ and power outages due to

old generators and excess load generators can cause serious economic damage

particularly in the online gambling/betting sector.7 Moreover, the considering the

semi-sovereign structure of the state, the government can jointly partner with

British government to ensure sustainable and green energy production and

consumption.

7 For more information, readers are requested to see http://www.bbc.com/news/uk-27098178 and http://

www.gbc.gi/news/3556/power-station-tender-process-near-end,-as-cm-orders-%27telecoms-review%27).
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