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Ing. Dušan Kocur, CSc. for his support.



CONTENTS iv

Contents

Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . x
List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Support of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 State Of The Art 5
2.1 UWB Radar systems . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 History of Radar . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 UWB Radar Fundamentals . . . . . . . . . . . . . . . . . . 6
2.1.3 M-sequence UWB Radar System . . . . . . . . . . . . . . . 6

2.2 Through-Wall Radar Basic Model . . . . . . . . . . . . . . . . . . . 7
2.3 SAR Scanning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Calibration and Preprocessing . . . . . . . . . . . . . . . . . . . . . 10

2.4.1 Time Domain Interpolation . . . . . . . . . . . . . . . . . . 10
2.4.2 Time Zero Estimation . . . . . . . . . . . . . . . . . . . . . 12
2.4.3 Antenna Crosstalk Removing . . . . . . . . . . . . . . . . . 12
2.4.4 Deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.5 Multiple Echoes Reducing . . . . . . . . . . . . . . . . . . . 14

2.5 Radar Imaging Methods Overview . . . . . . . . . . . . . . . . . . . 15
2.5.1 Backprojection vs. Backpropagation . . . . . . . . . . . . . 15
2.5.2 SAR Imaging - Geometrical Migration . . . . . . . . . . . . 16
2.5.3 Simple Wall compensation . . . . . . . . . . . . . . . . . . . 17
2.5.4 Differential SAR . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.5 Kirchhoff Migration . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.6 f-k Migration . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.7 Improvements in f-k Migration . . . . . . . . . . . . . . . . . 29
2.5.8 The Inverse Problem . . . . . . . . . . . . . . . . . . . . . . 32
2.5.9 Multiple Signal Classification . . . . . . . . . . . . . . . . . 34
2.5.10 Singular Value Decomposition . . . . . . . . . . . . . . . . . 36
2.5.11 Boundary Scattering Transform . . . . . . . . . . . . . . . . 36
2.5.12 Fast Back Projection . . . . . . . . . . . . . . . . . . . . . . 37
2.5.13 Migrations with Antenna Beam Compensation . . . . . . . . 38
2.5.14 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38



CONTENTS v

3 Goals of Dissertation 40

4 Selected Research Methods 41
4.1 Through-Wall TOA Estimation . . . . . . . . . . . . . . . . . . . . 41

4.1.1 Properties of the Waves Penetrating Through the Wall . . . 42
4.1.2 True TOA Between Antenna and Target . . . . . . . . . . . 43
4.1.3 Estimation of Initial Conditions . . . . . . . . . . . . . . . . 47
4.1.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.5 Irregular Movement Compensation . . . . . . . . . . . . . . 50
4.1.6 Antenna Beam Compensation . . . . . . . . . . . . . . . . . 52
4.1.7 Measurements Results . . . . . . . . . . . . . . . . . . . . . 53

4.2 Measurements of the Wall Parameters by Reflectometry . . . . . . . 56
4.2.1 Conventional Methods for Wall Parameters Estimation . . . 57
4.2.2 Model of the Wave Propagation in the Wall . . . . . . . . . 58
4.2.3 Reducing of Clutters with New Scanning Method . . . . . . 60
4.2.4 Algorithm Description . . . . . . . . . . . . . . . . . . . . . 62
4.2.5 Measurements Results . . . . . . . . . . . . . . . . . . . . . 65

4.3 Highlighting of a Building Contours . . . . . . . . . . . . . . . . . . 67
4.3.1 Preprocessing and Imaging . . . . . . . . . . . . . . . . . . . 67
4.3.2 Wall Highlighting using Hough Transform . . . . . . . . . . 68
4.3.3 Measurements Results . . . . . . . . . . . . . . . . . . . . . 71

4.4 Measurements of the Practical Scenarios . . . . . . . . . . . . . . . 76
4.4.1 Comparison of Basic Imaging Methods . . . . . . . . . . . . 76
4.4.2 Imaging of the Objects Behind a Brick Wall . . . . . . . . . 80
4.4.3 Imaging of the Object Behind a Concrete Wall . . . . . . . . 82
4.4.4 Imaging of the Object Behind a Wooden Door . . . . . . . . 82

5 Original Contributions of Dissertation 84
5.1 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . 85

Appendix 86

A Imaging of the Objects Behind 20 cm Brick Wall 86

B Imaging of the Object Behind 60 cm Concrete Wall 94

C Imaging of the Object Behind a Wooden Door 96

Bibliography 107



LIST OF TABLES vi

List of Tables

4.1 Dependence of d on number of iterations. dinit ≈ HX
2

. . . . . . . . . 48

4.2 Dependence of d on number of iterations. dinit ≈
√

εa
εw

HXDW
HZ

. . . . 49
4.3 Error in TOA estimation for through-wall scenario. . . . . . . . . . 50
4.4 Estimation of the permittivity, thickness and conductivity of 13

different walls. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5 SCR, and RPE of Aquarium for considered migrations. . . . . . . . 79
4.6 Computational time and complexity for considered migrations.

Note that for Stolt migration only a simple wall compensation (Sec-
tion 2.5.3) was implemented. . . . . . . . . . . . . . . . . . . . . . . 80



LIST OF FIGURES vii

List of Figures

1.1.1 Policeman is scanning the room with terrorists and hostage. . . . 1
1.1.2 Fireman is scanning the room on fire. . . . . . . . . . . . . . . . . 2

2.1.1 Basic principle of the UWB radar. . . . . . . . . . . . . . . . . . . 6
2.1.2 Block diagram of M-sequence UWB radar system. . . . . . . . . . 7
2.1.3 M-sequence UWB radar system. a) fc2 = 9 GHz b) fc1 = 4.5 GHz. 8
2.3.1 a) 2D SAR spatial model. b) B-scan of one point. . . . . . . . . . 10
2.4.1 Preprocessing and calibration steps: a) Measured A-scan. b) In-

terpolated A-scan. c) Shift to time zero. d) Crosstalk removed.
e) After deconvolution. . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4.2 Example of crosstalk measured a) in an anechoic chamber room
with horn antennas b) inside a building with double-ridge horn
antennas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5.1 Spatial model of the wave penetrating through the wall. . . . . . . 17
2.5.2 Differential SAR model for monostatic approach. . . . . . . . . . . 19
2.5.3 Volume vector and normal to the bounding surface. . . . . . . . . 20
2.5.4 The geometry of Kirchhoff migration [96]. . . . . . . . . . . . . . . 23
2.5.5 Comparison of (kx, f/v) space - left side, with (kx, kz) space - right

side, [96] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.6 Implementation of Stolt migration. . . . . . . . . . . . . . . . . . 28
2.5.7 An example of factorisation (upper side) and the resultant hierar-

chy of data-sets (lower side). . . . . . . . . . . . . . . . . . . . . . 38

4.1.1 True flight distance model in through-wall scenario. . . . . . . . . 43
4.1.2 Total flight distance does not depend on distance between antenna

and wall Wdi. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1.3 Two layer through-wall model. . . . . . . . . . . . . . . . . . . . . 48
4.1.4 Simulated scenario of object behind the wall. . . . . . . . . . . . . 49
4.1.5 Trolley antenna movement - positioner system. . . . . . . . . . . . 51
4.1.6 Antenna system positions in X direction. a) Measured. b) Vector s. 51
4.1.7 Estimation of antenna distance from the wall. a) Reflection from

the Wall, B-scan. b) Antenna distance from the wall Wdi. . . . . . 52
4.1.8 a) The example of horn antenna footprint. b) Bistatic through-

wall model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.9 SAR measurement. a) Radar system in front of the wall. b)

Measured object behind the wall. . . . . . . . . . . . . . . . . . . 54
4.1.10 SAR measurement - Scenario 1. . . . . . . . . . . . . . . . . . . . 54
4.1.11 Migrated images - Scenario 1. a) Conventional method without

wall compensation. b) Proposed method with precise TOA esti-
mation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55



LIST OF FIGURES viii

4.1.12 SAR measurement - Scenario 2. . . . . . . . . . . . . . . . . . . . 56
4.1.13 Migrated images - Scenario 2. a) Method with simple wall com-

pensation. b) Proposed method with precise TOA estimation. . . 56
4.2.1 Through-wall magnitude model - Reflectogram. Note: The aslant

incidence of the wave is only plotted for better illustration of mul-
tiple reflections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.2 Example of the reflections from the wall measurement. . . . . . . 60
4.2.3 Antennas movement with the new scanning method. . . . . . . . . 61
4.2.4 B-scans, antennas were moved from 0.5 m to 1.5 m from the wall.

a) Measured data, oversampled and without crosstalk. b) After
synchronization and normalization, next wall is 1.8 m from mea-
sured wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2.5 Mean of reflections from wall interfaces. a) Reflection from both
interfaces. b) Reflection from wall-air interface, after removing
the first reflection. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2.6 Mean of reflections from wall interfaces, wall thickness Dw = 13
cm. a) Reflection from both interfaces. b) Reflection from wall-air
interface, after removing first reflection. . . . . . . . . . . . . . . . 64

4.3.1 Parametric description of a straight line. . . . . . . . . . . . . . . 69
4.3.2 Hough transform of a straight line from Fig. 4.3.1. . . . . . . . . . 69
4.3.3 Hough transform of the building contours. a) The building con-

tours scanned from outside. b) The peaks in Hough space of the
scanned image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3.4 Window function WH made up from Hanning window functions. . 72
4.3.5 Processing steps for imaging of building contours. . . . . . . . . . 72
4.3.6 Photos of scanned building. Stockholm Rescue Center - Sweeden. 73
4.3.7 Steps of highlighting the building walls in the scanned image. a)

The real contours of the scanned building. b) The image of the
scanned building merged from three scans. c) The edges detected
in the image b) by Canny detector. . . . . . . . . . . . . . . . . . 74

4.3.8 Steps of highlighting the building walls in the scanned image, part
2. a) The Hough Transform performed on the detected edges. b)
The peaks in Hough space filtered by a sharp window function. c)
The highlighted walls drawn over the scanned image obtained by
Inverse Hough Transform. . . . . . . . . . . . . . . . . . . . . . . 75

4.4.1 SAR measurement scenario, aquarium filled with clear watter be-
hind the wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.4.2 SAR measurement. a) Radar system in front of the wall. b)
Aquarium filled with water behind the wall. . . . . . . . . . . . . 77



LIST OF FIGURES ix

4.4.3 Aquarium filled with clear water. a) SAR Imaging without wall
compensation. b) SAR Imaging with wall compensation. c) Kirch-
hoff Migration without wall compensation. d) Kirchhoff Migration
with wall compensation. e) Stolt Migration without wall compen-
sation. f) Stolt Migration with wall compensation. . . . . . . . . . 78

4.4.4 Aquarium filled with clear water. Migrations with wall compen-
sation. a) Migrations results in cross-range, X = 1 m. b) SAR
imaging - cross-range. . . . . . . . . . . . . . . . . . . . . . . . . . 79

A.0.1 SAR imaging of the aquarium filled with a clear water. a) Photo.
b) 1D view, Cross-range X = 1 m and X = 0.3 m. c) 2D view. d)
Zoomed 2D view. e) 3D view. f) Zoomed 3D view. . . . . . . . . 87

A.0.2 SAR imaging of the wooden cupboard perpendicular to the wall.
a) Photo. b) 1D view, Cross-range X = 1 m and X = 0.3 m. c)
2D view. d) Zoomed 2D view. e) 3D view. f) Zoomed 3D view. . 88

A.0.3 SAR imaging of the wooden cupboard in parallel to the wall. a)
Photo. b) 1D view, Cross-range X = 1 m and X = 0.3 m. c) 2D
view. d) Zoomed 2D view. e) 3D view. f) Zoomed 3D view. . . . 89

A.0.4 SAR imaging of the metallic fire extinguisher. a) Photo. b) 1D
view, Cross-range X = 0.95 m and X = 0.3 m. c) 2D view. d)
Zoomed 2D view. e) 3D view. f) Zoomed 3D view. . . . . . . . . 90

A.0.5 SAR imaging of the metallic boxes. a) Photo. b) 1D view, Cross-
range X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed 2D view.
e) 3D view. f) Zoomed 3D view. . . . . . . . . . . . . . . . . . . . 91

A.0.6 SAR imaging of the metallic sheet. a) Photo. b) 1D view, Cross-
range X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed 2D view.
e) 3D view. f) Zoomed 3D view. . . . . . . . . . . . . . . . . . . . 92

A.0.7 SAR imaging of the metallic sphere. a) Photo. b) 1D view, Cross-
range X = 0.96 m and X = 0.3 m. c) 2D view. d) Zoomed 2D
view. e) 3D view. f) Zoomed 3D view. . . . . . . . . . . . . . . . 93

B.0.1 SAR imaging of the metal cabinet behind the 60 cm concrete wall.
a) Photos of measurement scenario. b) 2D view - front wall and
metal cabinet. c) 2D view - zoom on metal cabinet only. . . . . . 95

C.0.1 SAR imaging of the metal cabinet behind the wooden door. a)
Photos of measurement scenario. b) 2D view - empty room. c)
2D view - metal cabinet behind the wooden door. Note that b)
and c) subfigures have the same colormap. . . . . . . . . . . . . . 97



LIST OF FIGURES x

List of Abbreviations

1D – One dimensional
2D – Two dimensional
3D – Three dimensional
ADC – Analog to Digital Converter
ART – Algebraic Reconstruction Technique
AWGN – Additive White Gaussian Noise
BST – Boundary Scattering Transform
DSAR – Differential Synthetic Aperture Radar
ECS – Extended Chirp Scaling
EOK – Extended Omega Ka
FFT – Fast Fourier Transform
GPR – Ground Penetrating Radar
HT – Hough Transform
IBST – Inverse Boundary Scattering Transform
IFFT – Inverse Fast Fourier Transform
IHT – Inverse Hough Transform
IR – Impulse Response
MAC – Multiply And Accumulate
M-sequence – MLBS – Maximum Length Binary Sequence
MUSIC – MUltiple SIgnal Characterization
NUFFT – NonUniform Fast Fourier Transformation
RADAR – RAdio Detection And Ranging system
RAW – Unprocessed data
RPE – Relative Positioning Error
RX – Receiver
SAR – Synthetic Aperture Radar
SEABED – Shape Estimation Algorithm based on Boundary Scattering

Transform and Extraction of Directly scattered waves
SCR – Signal to Clutter Ratio
SVD – Singular Value Decomposition
TOA – Time Of Arrival
TWR – Through Wall Radar
TX – Transmitter
T&H – Track And Hold
UWB – Ultra Wide Band



LIST OF FIGURES xi

List of Symbols

∗ – Convolution
∗ – Complex conjugation
a – Attenuation
aw – Wall attenuation
α – Attenuation constant
A – Antenna position
A(t) – Source waveform at the scatterpoint
A (kx, f) – first arbitrary function of (kx, f)
~A – Vector function
B (kx, f) – second arbitrary function of (kx, f)
B(X,n) – Received B-scan
Bs – Oversampled B-scan
Bsτ – Oversampled B-scan shifted to the time zero
Bsτc – Oversampled B-scan shifted to the time zero with removed

crosstalk
BP – Preprocessed B-scan
BPC – Preprocessed B-scan with compensated irregular movement
B∆ – B-scan modified for differential SAR
β – Propagation factor
c – Speed of the light in the vacuum
co – Coefficients of a polynomial equation
CA – Crosstalk
d – Distance that wave flight inside a wall in X direction
dinit – Initial condition of d
dinwall – Distance that wave flight in the wall
dtot – Total distance that wave flight between antenna and target
dtot bist – Total distance that wave flight between antenna and target in

bistatic cases
dtot TX2T – Total distance that wave flight between transmit antenna and

target
dtot T2RX – Total distance that wave flight between target and receive

antenna
dTX RX – Distance between TX and RX
D – Pseudo spectrum
Dw – Thickness of the wall
δ – Dirac delta function
ε – Permittivity
εa – Permittivity of the air
εw – Permittivity of the wall



LIST OF FIGURES xii

εra – Relative permittivity of the air
εrw – Relative permittivity of the wall
Erad – Radiated electric field
Emeas – Measured electric field
Errd – Relative error of d
ErrTOA – Relative error of TOA
en – Delay between two adjacent multiple reflections
FFT – Fast Fourier transform
F (k) – Filter for multiple echo reducing
f – Frequency
fc – Clock frequency
footprint – Weight function of antenna look angle
G(x0;x) – Greens function, x0: source point , x: observation point
gp – Vector of Greens functions
Γ – Reflection coefficient
HF – Hough transform
Hx – Distance from antenna to the target in X direction
Hz – Distance from antenna to the target in Z direction
h – Transfer function
hA – Transfer function of a measurement system
hs – Transfer function of a radar system including antennas
hC – Transfer function of a clutter
hT – Transfer function of a target
hm – Transfer function of antenna measured against an ideal reflec-

tor
hTX – Transfer function of a transmit antenna
hRX – Transfer function of a receive antenna
i – Artificial variable
I – Number of iterations
I(xT , zT ) – Migrated image
IF (xT , zT ) – Migrated image transformed back from Hough space
Iw(xT , zT ) – Migrated image after all compensations
IwDE(xT , zT ) – Migrated image with detected edges
IHT (xT , zT ) – Hough Transform of migrated image with detected edges
IWHT (xT , zT ) – Hough Transform of migrated image with detected edges after

filtering in Hough space
IFFT – Inverse fast Fourier transform
IHF – Inverse Hough transform
j – Number of receive antennas, also artificial variable
k – Wavenumber, also oversampled discrete time, also artificial

variable



LIST OF FIGURES xiii

kx – Horizontal wavenumber
kz – Vertical wavenumber
K – Multistatic response matrix
KO – Oversampling factor
λ – Eigenvalue
M – Chips number of M-sequence, also number of scatterers
µ – Permeability
µa – Permeability of the air
µw – Permeability of the wall
µrw – Relative permeability of the wall
N – Number of antennas positions
Nx – Resolution of migrated image in X direction
Nz – Resolution of migrated image in Z direction
n – Discrete time, also artificial variable, also number of transmit

antennas
~n – Outward pointing normal to the surface
noise – Noise
−→
∇ – Divergence
∇2 – Laplacian
OSAR – Computational complexity of SAR imaging
OKir – Computational complexity of Kirchhoff migration
OSto – Computational complexity of Stolt migration
ω – Angular frequency
P – Position of point-like target
φ – Scalar wavefield in frequency domain, also angle of wave
φ0 – Scalar potential at z = 0
ψ – Scalar wavefield in time domain
R – Position of antenna center
r, θ, ϕ – Spatial coordinates
r – Distance from the origin to the line along a vector perpendic-

ular to the line
σ – Conductivity
σw – Conductivity of the wall
S(X,Z) – Measured space with coordinates X and Z
Spline – Spline function
S0 – Surface at plane Z = 0
Sz – Surface below the reflector
S∞ – Surface at vertical cylindrical walls
surf – Surface
θ – vertical angle between the receiver and ray to the scatterpoint,

also angle of the vector perpendicular to the line



LIST OF FIGURES xiv

θw – Wall angle
T – Transmission coefficient, also target position
TOA – Time of arrival
TOAAT – Travel time between antenna and target
TOATX−T – Travel time between transmit antenna and target
TOAT−RX – Travel time between target and receive antenna
t – Time
∆t – Time difference between air-wall and wall-air interface
tTX RX – Travel time between TX and RX
tinwall – Travel time inside a wall
tdelay – Time delay caused by through the wall penetration
τ(k) – Time zero
τ(m) – Strength of m-th target
VS – Voltage at transmit antenna
VR – Voltage at receive antenna
v – Velocity of a wave propagation, also eigenvector
vw – Velocity of a wave propagation inside a wall
v0 – Constant velocity of a wave propagation
vol – Volume
∂V – Surface of V
W – Inflection point
Wdi – Distance from antenna to the wall
WH – Window function
w – Weight function of antenna footprint
X – Position of scatterer, also coordination X
X(r, θ, ϕ, n) – Transfer function of measured environment
[xT , zT ] – Coordinations of target
[xtr, ztr] – Coordinations of transmitter
[xre, zre] – Coordinations of receiver
Z – Coordination Z
Z0 – Impedance of the air
Zc – Impedance of the cable



1

Chapter 1

Introduction

1.1 Motivation

A man was interested in knowing of unknown from the very beginning of the human
history. Our human eyes help us to investigate our environment by reflection of
light. However, wavelengths of visible light allows transparent view through only
a very small kinds of materials. On the other hand, Ultra WideBand (UWB)
electromagnetic waves with frequencies of few Gigahertz are able to penetrate
through almost all types of materials around us. With some sophisticated methods
and a piece of luck we are able to investigate what is behind opaque walls. Rescue
and security of the people is one of the most promising fields for such applications.

Rescue: Imagine how useful can be information about interior of the barricaded

Fig. 1.1.1: Policeman is scanning the room with terrorists and hostage.
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Fig. 1.1.2: Fireman is scanning the room on fire.

building with terrorists and hostages inside for a policemen. The tactics of police
raid can be build up on realtime information about ground plan of the room and
positions of big objects inside. How useful for the firemen can be information about
current interior state of the room before they get inside? Such hazardous envi-
ronment, full of smoke with zero visibility, is very dangerous and each additional
information can make the difference between life and death.

Security: Investigating objects through plastic, rubber, dress or other nonmetal-
lic materials could be highly useful as an additional tool to the existing x-ray scan-
ners. Especially it could be used for scanning baggage at the airport, truckloads
on borders, dangerous boxes, etc.

1.2 Problem Formulation

The UWB radar system is used for scanning of the objects behind a wall. An
electromagnetic wave is transmitted via antenna system, penetrates through the
wall, it is reflected by the investigated object, penetrates again through the wall,
and is received back via receiver antenna. The wall cannot be too thick, and
may not be from to attenuating material in the used frequency band, to allow
electromagnetic wave to travel through the wall and back. Every time the wave
passes into (or from) an another material, the reflection, refraction, diffraction,
and absorption on the boundaries of these materials occurs [10]. Also multiple
reflections between antennas, walls, and all the objects in the scanned area arise.
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In addition, the wave changes the velocity of its propagation depending on the
material properties. As the result of all these factors, the radar receives a very
complex signal, full of noise and clutters, which is very difficult to interpret. The
main aim of the signal processing stages between the receiver and the radar display
is to decompose the received interposed signals, use them for estimation of the
scanned environment and represent this information for the end users in a human
understandable and effective way. There exist no explicit method how to solve this
complex problem, and that is why it represents a big challenge for researchers and
engineers.

One has to mention that through-wall imaging is much more problematic
in comparison to detection or localization of moving objects behind the wall.
Whereas, in moving objects detection background subtraction can be applied, what
solves a lot of problems, this approach is not possible to apply. During imaging
measurements where antenna system is moving and everything what is measured
is background, and that is why it cannot be subtracted. Background subtraction
eliminates influence of antennas, radar electronics, walls etc. on measured objects.
Therefore, a calibration in imaging have to be done with a great precision because
at the final stage it would significantly affects the results.

The radar imaging is well known field for a long time, mostly used for Ground
Penetrating Radar (GPR) applications [76]. However, through-wall imaging has
become investigated only a few years ago [60]. The most of the published methods
were tested only on simulated data, and results from practical measurements are
showing poor performance for most of them. Therefore, through-wall imaging has
not found many applications that could be possibly used in the practical situations
yet. A lot of research in signal processing as well as in radar hardware field is still
required.

1.3 Thesis Organization

In Section 2, the state of the art of through-wall imaging is described. The function
of an UWB radar is sketched, all the preprocessing and calibration steps required
for through-wall imaging are explained, and simplified mathematical and physical
ideas of most of the radar migration techniques are mentioned. In Section 3, the
goals of this thesis are introduced. In Section 4, the three main contributions of
this thesis are described. Efficient, precise and fast time of arrival through-wall
estimation is shown in Section 4.1. Precise, easy to handle and fast measurement
technique for estimation of wall parameters such as thickness, permittivity, and
conductivity is introduced in Section 4.2. A method of building contours highlight-
ing is presented in Section 4.3. Basic migration methods are compared in Section
4.4 on scenario measured with M-sequence UWB radar device. Also the imaging
results of real measurements based on many practical scenarios are shown. Finally,
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a contribution of this thesis and possible extensions of the research are proposed
in Section 5.
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Chapter 2

State Of The Art

2.1 UWB Radar Systems

2.1.1 History of Radar

Christian Huelsmeyer gave public demonstrations of the use of radio echoes to
detect ships so that collisions could be avoided in Germany and the Netherlands
in 1904. System consisted of a simple spark gap aimed using a multipole antenna.
When a reflection was picked up by the two straight antennas attached to the
separate receiver, a bell sounded. The system detected the presence of ships up
to 3 km. It did not provide range information, only warning of a nearby metal
object, and would be periodically ”spun” to check for ships in bad weather. He
patented the device, called the telemobiloscope, but due to lack of interest by the
naval authorities the invention was not given into production [16]. Nikola Tesla
proposed principles regarding frequency and power levels for primitive radar units
in August 1917. Tesla proposed the use of standing electromagnetic waves along
with pulsed reflected surface waves to determine the relative position, speed, and
course of a moving object and other modern concepts of radar [94]. The World War
II moved forward developing of airborne radars [22]. The next major development
in the history of radars was the invention of the cavity magnetron by John Randall
and Harry Boot of Birmingham University in early 1940’s. This was a small device
which generated microwave frequencies much more efficiently. The UWB term was
at first used in the late 1960’s Harmuth at Catholic University of America, Ross
and Robbins at Sperry Rand Corporation and Paul van Etten at the USAF’s
Rome Air Development Center [13]. Till the end of 20th century there were lot
of radar types for different applications like airborne radars, ground penetrating
radars, sonars, and one which will be discussed further in detail the through-wall
penetrating radar.
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2.1.2 UWB Radar Fundamentals

A basic principle of the UWB radar is shown in Fig. 2.1.1. UWB radar generates
and transmits short pulse through the transmit antenna TX. The signal propa-
gates in an environment. When it meets target, the part of the electromagnetic
energy is reflected from the object and propagates back to receive antenna RX. The
time delay between the transmitted and received signal represents spatial distance
between TX - target - RX.

UWB

RADAR

TX

RX

TargetElectromagnetic wave
time

A
m

p
li
tu

d
e

time

Transmitted

signal

Received

signal

Time delay

Fig. 2.1.1: Basic principle of the UWB radar.

There are many advantages why to use UWB radar instead of radars with
continuos waves described in [74, 109]. To name just a few most important the
UWB signal can be transmitted with no carrier, the produced transmit signal re-
quires less power, improved range measurement accuracy and object identification
(greater resolution), reduced radar effects due to passive interference (rain, mist,
aerosols, metalized strips, ...), and many others.

2.1.3 M-sequence UWB Radar System

The UWB Maximum Length Binary Sequence (M-sequence) radar system [43,
116, 118, 111] with frequency band DC - 2.25 or 4.5 GHz is used for testing of all
of the methods proposed in this work. The first idea to use a very well known
M-sequence in UWB radar was proposed by Jürgen Sachs and Peter Peyerl, US
patent No. 6272441 in 1996 [43]. The main advantages of using M-sequence radar
instead of classical UWB radar are: the use of periodic signals avoids bias errors,
it allows linear averaging for noise suppression, M-sequence has a low crest factor
which allows to use limited dynamics of real systems and the signal acquisition may
be carried out by undersampling. These signals of an extreme bandwidth may be
sampled by using low cost, commercial Analog to Digital Converters (ADC) in
combination with sampling gates.

The block diagram of the used M-sequence UWB radar system is shown in Fig.
2.1.2. The N-stage shift register generates the M-sequence which is transmitted
via TX. The M-sequence reflected from a target is received by RX, undersampled,
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Fig. 2.1.2: Block diagram of M-sequence UWB radar system.

averaged, and correlated with the transmitted one. In principle, after the corre-
lation, the output from the M-sequence radar system is the same as the output
from a classic UWB pulse radar system. Therefore, the common signal processing
techniques could be used after the data are gathered from radars. An analysis of 2
Dimensional (2D) target positioning accuracy for M-sequence UWB radar system
under ideal conditions with the concentration on error caused by sampling with
finite frequency we described in [2].

Two M-sequence UWB radars with number of chips M = 511 and clock fre-
quency fc1 = 4.5 GHz or fc2 = 9 GHz are used for our experiment. One chip
represents time interval between the two nearest impulses in M-sequence. M-
sequence generator has N = 7 stages. For more information about M-sequence
UWB radar see [43,116,118].

2.2 Through-Wall Radar Basic Model

Through-wall radar (TWR) basic model specifies all processes which contribute
to the measured data. These processes are caused mainly by the measurement
system, the measurement environment and partly also by measured objects. For
description of this model TWR system with one RX and one TX stationary antenna
is used.

Antenna signal effects would be shown for both, RX and TX antennas. The
electric field which is generated by the TX antenna is called Erad and could be
modeled by [79,125]:

Erad(r, θ, ϕ, n) =
1

2πrc
hTX(θ, ϕ, n) ∗

√
Z0√
Zc

∆VS(n)

∆n
(2.2.1)
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a) b)

Fig. 2.1.3: M-sequence UWB radar system. a) fc2 = 9 GHz b) fc1 = 4.5 GHz.

where r, θ, ϕ are spatial coordinates, and n is a discrete time, Zc and Z0 impedances
of the feed cable and free space respectively, and c is the speed of light in vacuum.
The voltage time evolution applied to the TX antenna is denoted VS(n), hTX is
the transfer function for the emitting antenna and ∗ represents the convolution.
The received voltage from RX antenna VR is then:

VR(n) =

√
Zc√
Z0

hRX(θ, ϕ, n) ∗ Emeas(n) (2.2.2)

where hRX is the transfer function of the receiving antenna, and Emeas(n) is the
field at the RX antenna. VS(n) and VR(n) are scalars due to the fact that the
antenna integrates all spatial components into one signal. The process that trans-
forms Erad into Emeas depends on the different travel signal paths and is denoted
temporarily as an unknown impulse response X(r, θ, ϕ, n). The received voltage
thus becomes:

VR(n) =

√
Zc√
Z0

hRX(θ, ϕ, n) ∗X(r, θ, ϕ, n) ∗ Erad(r, θ, ϕ, n). (2.2.3)

If the 1/r dependency is taken out of the definition of Erad all antenna terms could
be combined into one term hA:

VR(n) =
1

r
hA(θ, ϕ, n) ∗X(r, θ, ϕ, n). (2.2.4)

hA contains the contributions of the measurement system to the signal. It can
be accurately measured only in lab conditions but it is very difficult and exacting
challenge, that requires too precise measurements.

Antenna crosstalk effects means signal traveling directly from the transmitter
to the receiver. This signal is thus constantly present in all the measurements
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and shall remain constant for a fixed antenna setup. The impulse response of the
direct path between both antennas will be expressed as CA. The expression for
the received field becomes:

VR(n) =
1

dTX RX

hA(θ, ϕ, n) ∗ CA +
1

r
hA(θ, ϕ, n) ∗X1 (2.2.5)

where X1 represents the other (non-direct) paths between the antennas, and
dTX RX is the direct distance between TX and RX. The first term can be mea-
sured (calibrated) by pointing the antenna system to the anechoic chamber room,
so that X1 becomes zero. It can thus be easily subtracted out of any measured
data. The second term contains information about eventual target presence, and
thus it is the most interesting one.

X1 contains a combination of the impulse responses of target hT and clutter
hC .

X1 = hT + hC . (2.2.6)

Here, targets are behind wall scatterers we want to detect, while clutter is anything
else which adds misinformation to the signal. A typical clutter examples, presents
in most of the measurements are the multiple reflections inside wall, multiple
reflections between walls inside the room, multiple reflections between objects and
walls or objects itself, non constant permittivity in wave propagation, moving trees
in outside measurements, false objects received from behind antennas, etc. The
model of the received signal (2.2.5) becomes:

VR(n) =
1

dTX RX

hA(θ, ϕ, n) ∗ CA(n) +
1

r
hA(n) ∗ (hT (n) + hC(n)) + noise. (2.2.7)

The last term noise is added to represent measurement noise which is not added
to the signal due to a reflection, but due to the measurement system itself.

Even if most of the variables in (2.2.7) could be measured, it is very difficult to
measure them precisely. In practical measurements only VR(n) is measured what
is summation of all these variables. This is the first source of systematic error.

One stationary measurement of VR(n) is the so called A-scan and represents
impulse response of the measured environment including impulse response of the
whole measurement system, clutters, noise, and systematic errors.

2.3 SAR Scanning

Only one impulse response from the whole environment is obtained in case when
the antennas are stationary during measurements. In order to obtain more infor-
mation about the investigated objects and to narrow antenna flaring angle beam,
the Synthetic Aperture Radar (SAR) scanning is applied.
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Fig. 2.3.1: a) 2D SAR spatial model. b) B-scan of one point.

The basic 2D SAR spatial model is shown in Fig. 2.3.1 a). A transmitted wave
is reflected from the target to all directions uniformly. Because the antenna beam
is wide, the signal reflected from the target is received not only when the antenna
system is exactly over the target, but in a lot of positions that allow to ”see” the
target. This will cause that one point in S(X,Z) space will be represented in an
acquired B-scan B(X,n) (set of A-scans assembled together in a 2D structure) as
a hyperbola, as it is show in Fig. 2.3.1 b). The X is scanning direction and Z is
looking direction.

2.4 Calibration and Preprocessing

There are several types of calibrations and preprocessing methods that help us
to remove some unwanted artifacts from measured data. The most important
are: oversampling in time domain, time zero estimation, crosstalk removing and
deconvolution. Such signal processing methods affect the imaging results on a
large scale. For example crosstalk does not contain any information about the
scanned object and should be removed. Time zero estimation is very important
for correct focusing measured hyperbolas back to the one point, which will be
described in Section 2.5. An image of the investigated object would be blurred, if
time zero estimation is incorrect even in a few chips. All of these calibration and
preprocessing methods are applied individually to the A-scans.

2.4.1 Time Domain Interpolation

The measured B-scan B(X,n) (Fig. 2.4.1 a)) is oversampled by the cubic spline
interpolation [83] with an oversampling factor KO in the discrete time domain, so
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lated A-scan. c) Shift to time zero. d) Crosstalk removed. e) After deconvolution.

the interpolated B-scan Bs(X, k) is obtained (Fig. 2.4.1 b)):

Bs(X, k) = Spline(B(X,n), KO), k = nKO −KO + 1 (2.4.1)
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where Spline is a cubic spline function and k is an oversampled discrete time. This
step does not improve hardware resolution of the radar system, but could help to
find crosstalk and time zero more precisely and slightly improve the image after
migration (Section 2.5).

2.4.2 Time Zero Estimation

Time zero τ(k) is the time instant (or corresponding digitized sample) in which
the transmitted signal leaves the transmit antenna. Bs(X, k) has to be shifted, so
that the τ(k) is at the beginning of the dataset (Fig. 2.4.1 c)).

Bsτ (X, k) = Bs(X, k − τ(k)). (2.4.2)

In case of M-sequence radar the M-sequence is transmitted periodically around.
The exact time at which the TX antenna starts emitting the first chip from M-
sequence is time zero [79]. This time depends mostly on antennas cables lengths,
antennas itself and radar hardware. Finding time zero in case of M-sequence radar
means to rotate all the received impulse responses so that the first chip corresponds
with spatial position of the TX antenna.

There are several methods how to find the τ(k). Most often the crosstalk
signal CA(k) is used [149]. Since the geometry of antenna system is known, and
the transmission medium of the crosstalk is air, the time needed for the signal to
arrive from TX to RX can be easily estimated as:

tTX RX = dTX RX/c (2.4.3)

where dTX RX is the known distance between the antennas. As can be seen in
Fig. 2.4.1 a), the crosstalk has both a negative and a positive peak. The study
[149] has shown that the best and most reliable part of the crosstalk response
to estimate its position is the first peak. In principle, for determination of τ(k)
whichever measured object can be used instead of crosstalk. Position in data that
corresponded to the well known spatial position of object has to be found.

2.4.3 Antenna Crosstalk Removing

After the crosstalk CA(k) has been used to determine time zero, it may be removed
out from the data. The crosstalk is the part of the signal that travels directly
between the emitting and receiving antennas. It is the first and often the largest
peak in the A-scan signal,thus its removal is really important. The crosstalk can
be obtained by measuring with radar in the free space, or with absorbers around
(anechoic chamber room). This reference measurement can be then subtracted
from the data.

Bsτc(X, k) = Bsτ (X, k)− CA(k − τ(k)). (2.4.4)
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Practically, it is very difficult to make a good quality crosstalk measurement. It
can be done in anechoic chamber room like it is shown in Fig. 2.4.2 a). In this
case the results are very close to ideal ones, but mostly they are useless. It is very
difficult to transport the whole measurement setup including the antennas system
and motion system that are necessary for SAR measurement into the anechoic
chamber room without any mechanical changes in the setup. If even minor part of
mechanical (mostly metal) setup changes within real measurement and anechoic
chamber room measurement, the shape of the crosstalk changes too. The bet-
ter results are mostly obtained when crosstalk measurement is done during real
measurements with absolutely the same arrangement of the whole measurement
system. However, in this case it is very difficult to find a ”free space”. The
crosstalk measurement inside a building is shown in Fig. 2.4.2 b). It can be seen
that lots of another artifacts like floor, roof, near walls etc. are present. Fig. 2.4.1
d) represents examples of data after the crosstalk has been removed.
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Fig. 2.4.2: Example of crosstalk measured a) in an anechoic chamber room with
horn antennas b) inside a building with double-ridge horn antennas.

2.4.4 Deconvolution

An effort to remove influence of the antenna and the whole radar system impulse
response to the measured data is the most complex calibration process. There exist
lots of more or less complicated methods how to provide deconvolution described
e.g. in [125,123,42,126,113,11,55]. Long impulse response of antenna causes that
any object that reflects the wave energy and is received by RX is presented in data
also in long area. Influence of the whole radar system, and mainly the antennas,
to the received signal can be reduced by deconvolving the whole data with radar
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impulse response hs(k):

BP (X, k) = Bsτc(X, k) ∗ h−1
s (k). (2.4.5)

This is time consuming process, mostly done in the frequency domain, and re-
quiring lots of experience for adjusting many of the parameters when it is done
manually. Therefore, there were made some automatic optimization processes
[123, 42, 55], that reduced a need to manually adjust parameters and improved
quality of the deconvolution.

An example of manually made antenna deconvolution is shown in Fig. 2.4.1
e). It can be seen that after deconvolution the main energy form front wall and
metal plate behind the wall is concentrated in one peak, what improves imaging
results.

In case the target is known (e. g. we are looking for special object behind the
wall, or land mine problem), the impulse response of this target can be measured
and then used for deconvolution. There are several methods [42] like optimum or
least squares filtering, Wiener filtering, matched filtering, minimatched filtering,
etc. which performances are compared in [112]. The selection of a suitable filter
depends on the characteristics of the signal. As the sample data set is composed
of signal, noise and clutter, the question of the stability of the filter must be
considered. There are lots of mathematical optimization methods [42] how to
propose a good solution.

2.4.5 Multiple Echoes Reducing

Multiple echoes or reverberations are very often produced in through-wall radars.
They can occur as a result of reflections between the antenna and the wall, in-
side the wall, or within cables connecting the antennas to either the receiver or
transmitter. The effect of these echoes can be considerably increased as a result
of the application of time varying gain [42]. This can be easily appreciated by
considering the case of an antenna spaced at distance Wdi from the wall. Multi-
ple reflections occur every 2Wdi (twice the separation) and will decrease at a rate
equal to the product of the wall reflection coefficient and the antenna reflection
coefficient. This problem may be partially overcome by suitable signal processing
algorithms which could be applied to the sampled time series output from either
time domain or frequency domain radars. The general expectation is that all the
individual reflections would be delayed at minimum. This expectation is generally
reliable because most reflection coefficients are less than one, hence the more the
impulse is reflected and re-reflected the more it is attenuated and delayed [42]. As
a result, the energy is concentrated at the beginning of the train of wavelets. The
easy way how to remove multiple reflections is by means of a filter on the form of:

F (k) =
1

1 + αken
. (2.4.6)
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In essence, this filter subtracts a delayed (by en) and attenuated (by α) value of
the primary wavelet from the multiple wavelet train at a time corresponding to
the arrival of the first reflection.

An alternative method of resolving overlapping echoes is based on the use of
the MUltiple SIgnal Characterization (MUSIC) algorithm [127, 32]. It is a high
resolution spectral estimation method and is used to estimate the received signals
covariance and then perform a spectral decomposition.

2.5 Radar Imaging Methods Overview

SAR scanning causes that one point in space domain S(X,Z) is represented in
B-scan B(X,n) as a hyperbola, as it can be seen in Fig. 2.3.1. The main task of
radar imaging methods is to focus hyperbolas from B(X,n) back to the one point
in S(X,Z). By other words, the task of imaging is to transform time domain back
into the depth domain, where depth means the coordination from antenna to the
target (X-axes, looking direction). Such transformation is often called migration.
The migration algorithms perform spatial positioning, focusing, and amplitude and
phase adjustments to correct the effects of the spreading or convergence of raypaths
as waves propagates. Most of the migration algorithms are based on a linearisation
of the wave scattering problem. This means that the interactions of the field inside
the scatterer and between different scatterers presented in the scene are neglected.
This approximation is known from optic as the Born approximation [54,26].

Most of basic imaging methods, e.g. like SAR were developed for airborne radar
system, ground penetrating radar, tomography, seismology, or sound waves. They
have undergone a long way of successive changes, improvements and adaptations
for specific uses. This can cause confusion in terms, because they often changed
their names but not the fundamentals or another methods acquired the same
names. As a notable example the term ”SAR” could be explained as: In airborne
the SAR imaging process is mostly refereed to a synthesize of a very long antenna
by combining signals received by the radar as it moves along its flight track and
compensating Doppler effects [41]. On the other hand, in GPR is SAR imaging
process mostly mentioned as convolving the observed data set with the inverse
of the point target response [66]. In this work, the term SAR is associated with
scanning (Section 2.3) as well as with imaging (Section 2.5.2).

2.5.1 Backprojection vs. Backpropagation

As the result of naming conflict, we will use terms backprojection and backpropa-
gation in this work as follows. Backprojection is mostly associated with geometri-
cally based methods. On the other hand, backpropagation is associated with wave
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equations based methods. Very good subdivision of the basic imaging methods
into these two categories is shown in [79].

• Backprojection Algorithms: This class of algorithms contains the conven-
tional SAR imaging (geometrical migration) as well as simple migration al-
gorithms as diffraction summation.

• Backpropagation Algorithms: This class of algorithms contains most migra-
tion algorithms (including the well known Kirchoff migration) as well as the
wave equation based, non-conventional SAR.

The first migration methods are based on a geometrical approach. After the
introduction of computers, more complex techniques based on the scalar wave
equation were introduced. A good overview of these techniques is given in [150,17].

2.5.2 SAR Imaging - Geometrical Migration

In this Section a conventional SAR imaging with geometrically based bistatic mi-
gration will be described. All geometrically based imaging methods perform only
spatial positioning and focusing. The amplitude and phase of the wave is not
adjusted, because the wave equation is not taken into the account.

The basic 2D SAR bistatic spatial model is shown in Fig. 2.3.1 a). Time Of
Arrival (TOA) is the time interval within the wave flying from transmitter to the
target and from the target back to the receiver. For transmitter position [xtr, ztr],
receiver position [xre, zre] and point target position [xT , zT ] TOA is given by the:

TOA =

√
(xtr − xT )2 + (ztr − zT )2 +

√
(xT − xre)2 + (zT − zre)2

v
(2.5.1)

where v is velocity of the wave propagation. This holds for constant wave velocity,
in case all the measurement environment is homogeneous. The measured and
preprocessed signal BP (X, k) received in a given time can be reflected from all the
points that lie on the locations where TOA is constant. The migration process that
transforms preprocessed data set BP (X, k) back to the real spatial data S(X,Z)
can be computed in a measured scene BP (X, k), or in an image scene S(X,Z).
The second method is mostly used in praxis when the data are sampled. First
of all, the spatial grid with specified resolution in the migrated image I(X,Z) is
created. Every point in Bp(X, k) is gradually added to all the points that have
the corresponding constant TOA in I(xT , zT ) for all antennas positions. One pixel
in the migrated image is created as:

I(xT , zT ) =
1

N

N∑
n=1

BPn (X, k = TOAn) (2.5.2)
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where N is the number of antennas positions during SAR scanning, BPn(X, k =
TOAn) represents magnitudes of all the points for target position [xT , zT ] and
antennas positions where TOA is constant. Theoretically this migration geometri-
cally focuses hyperbolas from BP (X, k) into the one point in S(X,Z). Of course,
this is not an ideal approach and hence produces a lot of artifacts [96].

Conflict in names of basic imaging methods becomes evident in simple geomet-
rical approach. This method is often called also back projection [140,71,78,47,87]
or diffraction summation [98,112,96,108,99]. Moreover, this geometrical approach
is often incorrectly called Kirchhoff migration [46,35,34,153,154].

2.5.3 Simple Wall Compensation

In through-wall imaging, the electromagnetic wave has to penetrate through the
wall, reflect from the investigated object, and penetrate back through the wall
to the receive antenna. The wave inside the wall will propagate with different
velocity as in the air, because the wall has another permittivity, permeability, and
conductivity. Wave diffraction and refraction will therefore occur on air-wall and
wall-air interfaces as well as wave direction will change. A spatial model of the
wave penetrating through the wall is shown in Fig. 2.5.1. The accurate calculation
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Fig. 2.5.1: Spatial model of the wave penetrating through the wall.

of the total flight time TOA is a critical step for through-wall imaging algorithms.
The velocity of the signal inside the wall is slower as in the air what causes the
longer flight time. There are several imaging methods that more or less precisely
compensate the effect of wave penetrating through the wall [61,60,130,89,7,9,28,
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30,29,31,131,39,151,44,92]. Most of them present methods for computing dinwall.
Even if it looks like a simple task, it is a very complex problem that mostly requires
huge computational power. In Section 4.1 we introduce an efficient, precise and
fast method how to compute TOA for through the wall scenario.

Very simple, fast, but not too precise approximation for compensation of the
wall effect is presented in [31]. Here, the time of flight of the wave inside a wall is
given by:

tinwall =
dinwall
vw

(2.5.3)

where vw is the velocity of the signal inside the wall. The approximation of the
velocity inside the wall is related to the wall permittivity and permeability given
by:

vw ≈
1

√
µwεw

=
1

√
µaεaµrwεrw

=
c

√
µrwεrw

(2.5.4)

where µw and εw are the permeability and permittivity of the wall, µa and εa
are the permeability and permittivity of the air, and µrw and εrw are the relative
permeability and permittivity of the wall. For non-magnetic materials such as
concrete or brick wall, the relative permeability µrw = 1. Hence the velocity in
non-magnetic wall is given by:

vw =
c
√
εrw

(2.5.5)

and time in the wall by:

tinwall =

√
εrwdinwall

c
. (2.5.6)

With the assumption that the wave mostly penetrates perpendicularly to the wall,
the approximation of dinwall can be given by:

dinwall ≈ Dw (2.5.7)

where Dw is thickness of the wall. Time delay caused by through-wall penetration
is then expressed as comparison to through the air propagation:

tdelay =
Dw

vw
− Dw

c
=
Dw

c
(
√
εrw − 1) . (2.5.8)

All impulse responses BPn should be shifted by tdelay before SAR imaging is ap-
plied. Including tdelay into the migration (2.5.2) partly compensates effect of the
wall:

I(xT , zT ) =
1

N

N∑
n=1

BPn (X, k = (TOAn + tdelay)). (2.5.9)

The example of migrated image with and without simple wall compensation is
shown in [31]. In general, the targets in compensated image are better focused as
well as the positions of objects behind the wall are closer to the real positions.
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2.5.4 Differential SAR

The wall is mostly represented in a long area of the migrated image. Sometimes
the objects behind the wall are overlapped by the wall reflection. Differential SAR
(DSAR) is a method for elimination of direct reflection from the walls proposed
by Mojtaba Dehmollaian et al. [45] in 2009. The idea is similar to applying back-
ground subtraction for detection of moving objects behind the wall. Although
during SAR scanning all the scanned objects seems to move, the reflection from
the first wall is almost the same for two successive antenna positions. However,
the reflection from the object behind the wall is not the same, as it can be seen in
Fig. 2.5.2. Before the SAR imaging is applied, the matrix of difference signal is

X

Z
Target

Wall

Antenna at two

successive positions

Wall

reflections

TOA
W

TOA
T

TOA
T+�

TOA
W

Target

reflections

Fig. 2.5.2: Differential SAR model for monostatic approach.

obtained by substracting two successive impulse responses:

B∆ = VR(n+ 1)− VR(n). (2.5.10)

Computing the SAR image with B∆ leads to elimination of direct reflection from
the first wall. This can increase a signal-to-clutter ratio of small objects behind
the wall. The wall has to be homogenous and scan has to be performed in parallel
to the wall in order to obtain the same wall reflection in two successive antenna
positions.
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2.5.5 Kirchhoff Migration

Kirchhoff migration is based on solving scalar wave equation. Partial differential
equations called separation of variables based on Green’s theorem are used to solve
this scalar wave equation [96]. Kirchhoff migration theory provides a detailed
prescription for computing the amplitude and phase along the wavefront, and in
variable velocity, the shape of the wavefront. Kirchhoff theory shows that the
summation along the hyperbola must be done with specific weights. In this case,
the hyperbola is replaced by a more general shape.

Kirchhoff migration is mathematically complicated algorithm and is described
in depth in e.g. [96] and [150] and applied for landmine detection e.g. in [57].
In this section, only a short overview of mathematical description from [96] with
focus on physical interpretation of the method is explained.

Gauss’s theorem [59] and Green’s theorem [23] is used for Kirchhoff migration
description. Gauss’s theorem generalizes the basic integral result (2.5.11) into the
more dimensions (2.5.12).

b∫
a

φ′(x)dx = φ(x)
∣∣b
a = φ(b)− φ(a) (2.5.11)

∫
V

~∇. ~Advol =

∮
∂V

~A.~ndsurf (2.5.12)

where ~n is the outward pointing normal to the surface (surf) ∂V bounding the

integration volume (vol) V (Fig. 2.5.3). ~A is a vector function that might physi-

cally represent electric field. ~∇. ~A denotes the divergence of ~A. In many important

n

Volume V

Fig. 2.5.3: Volume vector and normal to the bounding surface.

cases, the vector function ~A can be calculated as a gradient of a scalar potential
~A = ~∇φ. In this case, Gauss’s theorem becomes:∫

V

∇2φdvol =

∮
∂V

∂φ

∂n
dsurf (2.5.13)
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where ∇2φ = ~∇.~∇φ and ∂φ
∂n

= ~∇φ.~n. In the case when φ = φ1φ2, the φ′ =
φ2φ

′
1 + φ1φ

′
2 and (2.5.11) becomes:

b∫
a

[φ2φ
′
1 + φ1φ

′
2]dx = φ1φ2|ba (2.5.14)

or
b∫

a

φ2φ
′
1dx = φ1φ2|ba −

b∫
a

φ1φ
′
2dx. (2.5.15)

An analogous formula in higher dimensions arises by substituting A = φ2
~∇φ1 into

(2.5.12). Using the identity ~∇.a~∇b = ~∇a.~∇b+ a∇2b leads to:∫
V

[
~∇φ2.~∇φ1 + φ2∇2φ1

]
dvol =

∮
∂V

φ2
∂φ1

∂n
dsurf. (2.5.16)

Similar result can be obtained when A = φ1
~∇2φ2:∫

V

[
~∇φ1.~∇φ2 + φ1∇2φ2

]
dvol =

∮
∂V

φ1
∂φ2

∂n
dsurf. (2.5.17)

Finally, subtracting (2.5.17) from (2.5.16) yields to:∫
V

[
φ2∇2φ1 − φ1∇2φ2

]
dvol =

∮
∂V

[
φ2
∂φ1

∂n
− φ1

∂φ2

∂n

]
dsurf. (2.5.18)

(2.5.18) is known as Green’s theorem that represents fundamental of the Kirchhoff
migration theory. It is a multidimensional generalization of the integration by
formula from elementary calculus and is valuable for its ability to solve certain
partial differential equation. φ1 and φ2 in (2.5.18) may be chosen as desired to
conveniently expressed solutions to a given problem. Typically, in the solution to
a partial differential equation like the wave equation, one function is chosen to be
the solution to the problem at hand and the other is chosen to be the solution to
the more simple reference problem. The reference problem is usually selected to
have a known analytic solution and this solution is called a Green’s function [96].

In general, the scalar wavefield ψ is a solution to the Helmholtz scalar wave
equation: (

∇2 + k2
)
ψ = 0 (2.5.19)

where ∇2 is the Laplacian and k is the wavevector. When the wave travels through
the medium from point x0 to the point x this Helmholtz scalar wave equation can
be expressed with the aid of Green’s function G (x0, x) as:(

∇2 + k2
)
G (x0, x) = δ (x0 − x) (2.5.20)
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where the δ (x0 − x) is a Dirac delta function. The Green’s function describes how
the wave changes during travel from point x0 to the point x.

Kirchhoff diffraction integral can be derived as follows. Let ψ be a solution to
the scalar wave equation:

∇2ψ (x, t) =
1

v2

∂2ψ (x, t)

∂2t
(2.5.21)

where ψ (x, t) is a wave function, v is the wave velocity and do not has to be a
constant. When Green’s theorem from (2.5.18) is applied to the (2.5.21) with the
aid of Helmholtz equation, Hankel functions, and good mathematical skills (the
complete process can be find in [96]) the Kirchhoff’s diffraction integral can be
obtained:

ψ(x0, t) =

∮
∂V

[
1

r

[
∂ψ

∂n

]
t+r/v0

− 1

v0r

∂r

∂n

[
∂ψ

∂t

]
t+r/v0

+
1

r2

∂r

∂n
[ψ]t+r/v0

]
dsurf

(2.5.22)
where r = |x− x0|, x0 is the source position and v0 is a constant velocity. In many
cases this integral is derived for forward modeling with the result that all of the
terms are evaluated at the retarded time t − r/v0 instead of the advanced time.
This Kirchhoff diffraction integral expresses the wavefield at the observation point
xo at time t in terms of the wavefield on the boundary ∂V at the advanced time
t + r/v0. It is known from Fourier theory that knowledge of both ψ and ∂nψ is
necessary to reconstruct the wavefield at any internal point.

In order to obtain practical migration formula, two essential tasks are required.
First, the apparent need to know ∂nψ must be addressed. Second, the requirement
that the integration surface must extend all the way around the volume containing
the observation point must be dropped. There are various ways how to fulfill both
of these arguments. Schneider [128] solved the requirement of ∂nψ by using a dipole
Green’s function with an image source above the recording place, that vanished at
z = 0 and cancelled the ∂nψ term in (2.5.22). Wiggins in [143] adapted Schneider’s
technique to rough topography. Docherty in [51] showed that a monopole Green’s
can also leads to an acceptable result and once again challenged Schneider’s ar-
gument, so the integral over the infinite hemisphere could be neglected. After all,
migration by summation along diffraction curves or by wavefront superposition
has been done for many years. Though Schneider’s derivation has been criticized,
his final expressions are considered correct.

As a first step in adapting (2.5.22) it is usually considered as appropriate to
discard the term 1 1

r2
∂r
∂n

[ψ(x)]t+r/v0 . This is called the near-field term and decays
more strongly with r than the other two terms. Then, the surface S = ∂V will be
taken as the z = 0 plane, S0, plus the surface infinitesimally below the reflector, Sz,
and finally these surfaces will be joined at infinity by vertical cylindrical walls, S∞,
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Fig. 2.5.4: The geometry of Kirchhoff migration [96].

as it is shown in Fig. 2.5.4 - the geometry of Kirchhoff migration. The integration
surface consists from S0 + Sz + S∞, but only S0 contributes meaningfully to the
estimation of the backscattered field at vx0. S∞ could never be realized due to
finite aperture limitations and its neglection may introduce unavoidable artifacts.
With these considerations, (2.5.22) becomes:

ψ(x0, t) =

∮
S0

[
−1

r

[
∂ψ

∂z

]
t+r/v0

+
1

v0r

∂r

∂z

[
∂ψ

∂t

]
t+r/v0

]
dsurf (2.5.23)

where the signs on the terms arise because ~n is the outward normal and z is
increasing downward so that ∂n = −∂z.

Now, ∂zψ must be evaluated. Fig. 2.5.4 shows the source wavefield being
scattered from the reflector at x0 which is called the scatterpoint. A simple model
for ψ is that it is approximately the wavefield from a point source placed at the
image source location that passes through the scatterpoint to the receiver. This
can be expressed as:

ψ(x, t) ∼ 1

r
A (t− r/v) =

[A]t−r/v
r

(2.5.24)

where A(t) is the source waveform at the scatterpoint. Using the chain rule,
applying near-field term, and doing substitution into (2.5.23) the result is obtained:

ψ(x0, t) =

∮
S0

2

vr

∂r

∂z

[
∂ψ

∂t

]
t+r/v0

dsurf (2.5.25)

where v = v0. Since r =
√

(x− x0)2 + (y − y0)2 + (z − z0)2, the ∂zψ can be
written as:

∂r

∂z
=

∂

∂z

√
(x− x0)2 + (y − y0)2 + (z − z0)2 =

z

r
= cos θ (2.5.26)
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where θ is the vertical angle between the receiver location and the ray to the
scatterpoint. With this, the final formula for the scattered wavefield just above
the reflector is:

ψ(x0, t) =

∮
S0

2 cos θ

vr

[
∂ψ

∂t

]
t+r/v

dsurf. (2.5.27)

The fact that (2.5.27) is a form of direct wavefield extrapolation, but not recursive
is the reason why it is not yet a migration equation. A migration equation has to
estimate reflectivity, not just the scattered wavefield, and for this purpose a model
relating the wavefield to the reflectivity is required. The most simple model is
the exploding reflector model [93] which asserts that the reflectivity is identical to
the downward continued scattered wavefield at t = 0 provided that the downward
continuation is done with v = v/2. Thus, a wave migration equation follows
immediately from equation (2.5.27) as:

ψ(x0, 0) =

∮
S0

2 cos θ

vr

[
∂ψ

∂t

]
r/v

dsurf =

∮
S0

4 cos θ

vr

[
∂ψ

∂t

]
2r/v

dsurf. (2.5.28)

Finally, (2.5.28) is the Kirchhoff migration equation. This result was derived by
many authors including Schneider [128] and Scales [124]. It expresses migration
by summation along hyperbolic travel paths through the input data space. The
hyperbolic summation does not have to be seen at the first view, but it can be
indicated by [∂tψ]2r/v, notation means that partial derivation is to be evaluated
at the time 2r/v. ∂tψ (x, t) is integrated over the z = 0 plane, only those specific
traveltimes values are selected by:

t =
2r

v
=

2
√

(x− x0)2 + (y − y0)2 + (z − z0)2

v
(2.5.29)

which is the equation of a zero-offset diffraction hyperbola.
In addition to diffraction summation, (2.5.28) requires that the data be scaled

by 4cosθ/(vr) and that the time derivative be taken before summation. These ad-
ditional details were not indicated by the simple geometric theory in Section 2.5.2
and are major benefits of Kirchhoff theory. The same correction procedures are
contained implicitly in f-k migration that will be described in Section 2.5.6. Kirch-
hoff migration is one of the most adaptable migration schemes available. It can be
easily modified for account of such difficulties as topography, irregular recording
geometry, pre-stack migration, converted wave imaging as well as through-wall
imaging. Computational cost is one of the biggest disadvantages of this method.

2.5.6 f-k Migration

Wave equation based migration could be done also in the frequency domain. Stolt
in 1978 showed that migration problem could be solved by Fourier transform [133].
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The basic principle for 2D problem is described. Complete mathematical solution
is derived in [133] or in [96], therefore only the basic relations and principles
from [96] of the method is shown in this work.

Scalar wavefield ψ (x, z, t) is a solution to:

∇2ψ − 1

v2

∂2ψ

∂t2
= 0 (2.5.30)

where v is the constant wave velocity. It is desired to compute ψ (x, z, t = 0) given
knowledge of ψ (x, z = 0, t). The wavefield can be written as an inverse Fourier
transform of its (kx, f) spectrum as:

ψ(x, z, t) =

∫∫
φ (kx, z, f) e2πi(kxx−ft)dkxdf (2.5.31)

where kx is a horizontal wavenumber, cyclical wavenumbers and frequencies are
used and the Fourier transform convention uses a + sign in the complex exponential
for spatial components (kxx) and a − sign for temporal components (ft). By
substituting (2.5.31) into (2.5.30) and providing some mathematical tricks [96] it
can be obtained:∫∫ {

∂2φ(z)

∂z2
+ 4π2

[
f 2

v2
− k2

x

]
φ(z)

}
e2πi(kxx−ft)dkxdf = 0. (2.5.32)

If v is constant, then the left-hand-side of (2.5.32) is the inverse Fourier transform
of the term in curly brackets. From Fourier theory it is known that if signal in one
domain is zero than also in another domain it would be zero. This results to:

∂2φ(z)

∂z2
+ 4π2k2

zφ(z) = 0 (2.5.33)

where the vertical wavenumber kz is defined by

k2
z =

f 2

v2
− k2

x. (2.5.34)

(2.5.33) and (2.5.34) are a complete reformulation of the problem in the (kx, f)
domain. The boundary condition is now φ (x, z = 0, t) which is the Fourier trans-
form, over (x, t), of ψ (x, z, t). (2.5.33) is a second-order differential equation with
exact solution e±2πikzz, Thus the unique solution can be written by substitution:

φ (kx, z, f) = A (kx, f) e2πikzz +B (kx, f) e−2πikzz (2.5.35)

where A (kx, f) and B (kx, f) are arbitrary functions of (kx, f) to be determined
from the boundary condition(s). The two terms on the right-hand-side of (2.5.35)
have the interpretation of a downgoing wavefield, A (kx, f) e2πikzz, and an upgoing
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wavefield, B (kx, f) e−2πikzz. Downgoing means in z direction and upgoing in −z
direction.

It is now apparent that only one boundary condition φ (x, z = 0, t) is not enough
and the solution will be ambiguous. To remove this ambiguity, the two boundary
conditions are required, for example ψ and ∂zψ. But this is not known in our case
so the migration problem is said to be ill-posed and another trick has to be used.
If both conditions were available, A and B would be found as solutions to φ for
z = 0 and it would be specified as φ0 as well as ∂φ/∂z would be specified as φz0:

φ(z = 0) ≡ φ0 = A+B (2.5.36)

and
∂φ

∂z
(z = 0) ≡ φz0 = 2πikzA− 2πikzB. (2.5.37)

The solution for this ill-posed problem and ambiguity removing will be done by
assumption of one-way waves. In the receiver position, the wave cannot be down-
going, only upgoing. This allows the solution:

A(kx, f) = 0 and B(kx, f) = φ0(kx, f) ≡ φ(kx, z = 0, f). (2.5.38)

Then, the wavefield can be expressed as the inverse Fourier transform of φ0:

ψ(x, z, t) =

∫∫
φ0(kx, f)e2πi(kxx−kzz−ft)dkxdf (2.5.39)

and the migrated solution is:

ψ(x, z, t = 0) =

∫∫
φ0(kx, f)e2πi(kxx−kzz)dkxdf. (2.5.40)

(2.5.40) gives a migration process as a double integration of φ0(kx, f) over f and
kx. Even if it looks like the solution is complete, it has a disadvantage. Only
one of the integrations, that over kx, is a Fourier transform that can be done
by a numerical fast Fourier Transform (FFT). The f integration is not a Fourier
transform because the Fourier kernel e−2πft was lost when the imaging condition
(setting t = 0) was invoked. However, another complex exponential e−2πikzz shows
up in (2.5.40). Stolt suggested a change of variables from (kx, f) to (kx, kz) to
obtain a result in which both integrations are Fourier transforms. The change of
variables is defined by (2.5.34) and can be solved for f to give:

f = v
√
k2
x + k2

z . (2.5.41)

Performing the change of variables from f to kz according to the rules of calculus
transforms (2.5.40) yields into:

ψ(x, z, t = 0) =

∫∫
φm(kx, kz)e

2πi(kxx−kzz)dkxdkz (2.5.42)
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where

φm(kx, kz) ≡
∂f(kz)

∂kz
φ0(kx, f(kz)) =

vkz√
k2
x + k2

z

φ0(kx, f(kz)). (2.5.43)

(2.5.42) is Stolts expression for the migrated section and forms the basis for the
f-k migration algorithm. The change of variables reformed the algorithm into one
that can be accomplished with FFTs. (2.5.43) results from the change of variables
and is a prescription for the construction of the (kx, kz) spectrum of the migrated
section from the (kx, f) spectrum of the measured data.

In Fig. 2.5.5, the same examples of transformation from (kx, kz) to (kx, f/v)
space and vice versa are shown. The v is a constant wave velocity. This geo-
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Fig. 2.5.5: Comparison of (kx, f/v) space - left side, with (kx, kz) space - right
side, [96]

metric relationships between (kx, kz) and (kx, f/v) can be explained as follows: In
(kx, f/v) space, the lines of constant kz are hyperbolas that are asymptotic to the
dashed boundary. They are transformed into the (kx, kz) space like curves of con-
stant f/v - semi-circle and vice versa. At kx = 0 and kz = f/v these hyperbolas
and semi-circles intersect, in case the plots are superimposed. Conceptually, it
can also be viewed as a consequence of the fact that the (kx, f) and the migrated
section must agree at z = 0 and t = 0.

On a numerical dataset, this spectral mapping is the major complexity of the
Stolt algorithm. Generally, it requires an interpolation in the (kx, f) domain since
the spectral values that map to grid nodes in (kx, kz) space cannot be expected to
come from grid nodes in (kx, f) space. In order to achieve significant computation
speed that is considered the strength of the Stolt algorithm, it turns out that
the interpolation must always be approximate. This causes artifacts in the final
result [96]. The creation of the migrated spectrum also requires that the spectrum
be scaled by vkz/

√
k2
x + k2

z like it is shown in (2.5.43). The steps of Stolt migration
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Fig. 2.5.6: Implementation of Stolt migration.

in blocks for practical implementation are shown in Fig. 2.5.6. The measured
data in time domain at receiver position ψ(x, z = 0, t) are transformed into the
frequency domain by 2D FFT. kx is interpolated and mapped into the kz. kz is
multiplied by v/

√
k2
x + k2

z and transformed back into the time domain by inverse
FFT. The result ψ(x, z, t = 0) at time t = 0 is obtained.

The f-k migration algorithm, which has been just described, is limited to con-
stant velocity. Its use of Fourier transforms for all of the numerical integrations
means that it is computationally very efficient.

Stolt provided an approximate technique to adapt f-k migration to non constant
wave velocity v(z). This method used a pre-migration step called the Stolt stretch,
and after this step follows classical f-k migration. The idea was to perform a one-
dimensional time-to-depth conversion with v(z) and then convert back to a pseudo
time with a constant reference velocity. The f-k migration is then performed with
this reference velocity. Stolt developed the time-to-depth conversion to be done
with a special velocity function derived from v(z) called the Stolt velocity. This
method is now known to progressively lose accuracy with increasing dip and has
lost favor. A technique that could handle this problem more precisely is the phase-
shift method of Gazdag and is described in [62]. Unlike the direct f-k migration,
phase shift is a recursive algorithm that processes v(z) as a system of constant
velocity layers. In the limit when layer thickness is going to be infinitely small, any
v(z) variation could be modeled. This method has quite complicated geometric
and long mathematically representation that is very precisely described by the
author of the idea in [62] and really user-friendly described in [96]. How does it
work for one layer will be described in this work.

The method can be derived starting from (2.5.39). Considering the first velocity
layer only, this result is valid for any depth within that layer provided that v is
replaced by the first layer velocity, v1. If the thickness of the first layer is ∆z1, then
the wavefield just above the interface between layers one and two can be written
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as

ψ(x, z = ∆z1, t) =

∫∫
φ0(kx, f)e2πi(kxx−kz1∆z1−ft)dkxdf (2.5.44)

where

kz1 =

√
f 2

v2
1

− k2
x. (2.5.45)

(2.5.44) is an expression for downward continuation or extrapolation of the wave-
field to the depth ∆z1. The wavefield extrapolation expression in (2.5.44) is more
simply written in the Fourier domain to suppress the integration that performs
the inverse Fourier transform:

φ(kx, z = ∆z1, f) =

∫∫
φ0(kx, f)e2πikz1∆z1dkxdf. (2.5.46)

Now consider a further extrapolation to estimate the wavefield at the bottom of
the layer two (z = ∆z1 + ∆z2). This can be written as:

φ(kx, z = ∆z1 + ∆z2, f) = φ(kx, z = ∆z1, f)T (kx, f)e2πikz2∆z2 (2.5.47)

where T (kx, f) is a correction factor for the transmission loss endured by the wave
as it crossed from layer two into layer one.

If this method want to be applied in praxis, phase shift algorithm [96] would
have to be studied into more depth in order to prevent many of unwanted effects
and incorrect implementations.

The Fourier method discussed in this section is based upon the solution of
the scalar wave equation using Fourier transforms. Though Kirchhoff methods
seem superficially quite different from Fourier methods, the uniqueness theorems
from partial differential equation theory guarantee that they are equivalent [96].
However, this equivalence only applies to the problem for which both approaches
are exact solutions to the wave equation and that is the case of a constant ve-
locity medium, with regular wavefield sampling. In all other cases, both methods
are implemented with differing approximations and can give very distinct results.
Furthermore, even in the exact case, the methods have different computational
artifacts [96].

2.5.7 Improvements in f-k Migration

f-k migration obtained title of the most often used migration method in praxis
due to its fast computation and very precise image results. A lot of improvements
and modifications have been done in f-k migration. They are mostly described in
airborne, or GPR scenarios. The most important of them will be shortly described
in this section.
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Nonuniform FFT

NonUniform Fast Fourier Transformation (NUFFT) [53,19,91] is based on classical
Stolt migration for non equally spaced data. Stolt migration requires equally
spaced input data for FFT algorithms. In many practical situations, however, the
input data is nonuniform (i.e., not equally spaced). That is why the regular FFT
can not be applied. NUFFT proposes an approach to achieve the fast Fourier
transform for the nonuniform data by using the another class of matrices, the
regular Fourier matrices [105]. This algorithm with the same complexity like Stolt
migration is more accurate, because an approximation error is minimized in the
leastsquare sense. Stolt migration requires so called Stolt interpolation which
is cumbersome and reduces the computational efficiency of the Stolt algorithm.
NUFFT does not require Stolt interpolation. NUFFT firstly compute Fourier
coefficients usage of regular Fourier matrices. The uniform FFT is computed and
results are scaled back into the nonuniform space. The mathematical background
is described in depth e.g. in [91]. A nice review of more NUFFT methods in
comparison to classical f-k migration tested on simulated data is shown in [135].

f-k Migration in Cylindrical Coordinations

f-k migration transformed into the cylindrical coordinate system is described
in [70]. A three-dimensional, frequency-domain imaging algorithm for cylindri-
cal geometry is obtained by making suitable approximations to the point spread
function for wave propagation in cylindrical coordinates. Its Fourier transform is
obtained by analogy with the equivalent problem in Cartesian coordinates. The
focus is treated as a diverging source by the imaging algorithm, which then forms
images on deeper cylindrical shells. Computer simulations and experimental re-
sults using wire targets show that this imaging technique attains the resolution
limit dictated by the operating wavelength and the transducer characteristics.

f-k Migration with Motion Compensation

f-k migration with integrated motion compensation for airborne measurements
is described in [110]. Wavenumber-domain processing is limited because of its
inability to perform high-precision motion compensation. Extended Chirp Scaling
(ECS) [100] algorithm has proven to be very powerful, although it has certain
limitations concerning long aperture syntheses and highly squinted geometries.
Analytically derived new stripmap SAR data processing algorithm is described,
called Extended ωk (EOK). The EOK algorithm aims to combine the high focusing
accuracy of the wavenumber domain algorithm with the high precision motion
compensation of the ECS algorithm. The EOK algorithm integrates a three step
motion compensation correction in the general formulation of the wavenumber-
domain algorithm. It leads to a new airborne SAR processing scheme, which is
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also very robust in the cases of long synthetic apertures and high squint angles.
It offers the possibility of processing wide-band, low-frequency airborne SAR data
up to near wavelength resolution.

f-k Migration with Ground Surface and Non Loss-Free Compensation

Standard f-k migration assumes that the ground surface is flat and the medium is
loss-free which in reality is not true. Xiaoyin Xu et al. in [146] adapted it to rough
ground surface and lossy medium. When implemented in the Fourier domain, the
wave equation becomes the Helmholtz equation. It is then straight-forward to
incorporate a complex index of refraction in the Helmholtz equation to describe
wave phenomenon in lossy medium [49]. Here the f-k migration is generalized to
the case of rough ground surface and lossy medium. In the framework of Tikhonov
regularization [55], [85], an algorithm was developed that optimally alters the wave
propagation velocity and the complex index of refraction to take into account of
the ground roughness and lossy medium. In the process of searching the optimal
velocity and complex index of refraction, the algorithm is constrained to produce
an image of minimum entropy. By minimizing the entropy of the resulting image,
better results are obtained in terms of enhanced mainlobe, suppressed sidelobes,
and reduced noise.

Prestack Residual f-k Migration

Prestack residual migration in the frequency domain was introduced by Paul C.
Sava in [122]. This method has advantages over classical f-k migration that es-
timates interval velocity functions for depth migration. It is more accurate than
methods which are based on focusing the stack of migrated images, so it provides a
more accurate estimate of the correct migration velocities. Although the theory is
developed assuming constant velocity, the method can be used for depth migrated
images produced with smoothly varying velocity models, since the residually mi-
grated images depend only on the ratio of the reference and updated velocities.

f-k Migration with Anti-Leakage Fourier Transform

This method was introduced by Sheng Xu et al. in [145] in 2004. Its aim is
to estimate the spatial frequency content on an irregularly sampled grid. After
obtaining the Fourier coefficients, the data can be reconstructed on any desired
grid. For this type of transform, difficulties arise from the non-orthogonality of
the global basis functions on an irregular grid. As a consequence, energy from one
Fourier coefficient leaks onto other coefficients. This well-known phenomenon is
called ”spectral leakage”. The key to resolve the spectral leakage is to reduce the
leakages among Fourier coefficients in the original data before the calculation of
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subsequent components. The robustness and effectiveness of this technique with
both synthetic and real data examples are presented in [145].

Lagrange’s Interpolation in f-k Migration

Aining Li in [88] demonstrates that Stolt interpolation can by done also with La-
grange’s and sampling interpolation. The Stolt interpolation is carried out by
changing of frequency variables. The selection and implementation of the inter-
polator is critical for the final image quality. If the interpolation algorithm is not
chosen correctly , it can cause shading and multiple images in the focused data. On
the other hand interpolation algorithms are implemented by means of numerical
calculations so that they give rise to truncation or rounding errors, etc. Therefore,
the interpolator must be carefully designed in order to obtain good final image
quality. There are many polynomial interpolation algorithms which approximate
the function utilizing 1st order, 2nd order, or nth order differences. The higher
the polynomial is, the better the approximation is. Comparison of calculation
the Stolt interpolation by Lagrange’s and sampling interpolation is presented and
discussed in [88].

2.5.8 The Inverse Problem

Inverse problem is a method that should estimate both, the location as well as the
physical parameters of the targets like permittivity and conductivity. The main
idea is to use some basic imaging method that estimate initial conditions and then
solve inverse problem that leads to estimate location and physical parameters of
the targets. There are many various mathematically more or less complicated
models how to solve inverse problem and in the last time this topic becomes an
individual science discipline. In conjunction with radar imaging some of the good
works can be found in [42] - chapter 7.9, [79] - chapter 6, or [104,12,18,20,37]. In
this work only a basic principle is introduced.

From the inverse problem point of view, migration can be taken as an approx-
imate solution to the general elastic wavefield inversion problem [63]. Full elastic
inversion uses the entire measured wavefield as an input into a mathematical pro-
cess that seeks to estimate the elastic parameters of the device under test. This
is called an inverse problem because it is opposite to the classical forward mod-
eling problem (Section 2.5.5) of predicting the measured wavefield response of a
known elastic device under test model. Generally, a forward problem can be re-
duced to find the solution to a partial differential equation, in this case the elastic
wave equation, given specifications of coefficients of the equation as functions of
a position and given appropriate boundary conditions. Though it is often a very
difficult process, it is usually more easily accomplished than the corresponding in-
verse problem. The inverse problem usually involve estimating the coefficients of
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a partial differential equation given its response to a known source. Often, these
inverse problems are ill-posed which is a mathematical term for a problem whose
inputs are insufficient to determine all of its expected outputs. In addition, to
being ill-posed, inversion problems are generally nonlinear and practical schemes
are typically linearized approximations. The need to find approximate solutions
has lead to a large number of different migration algorithms that are generally dis-
tinguished by the kind of approximations made. A true inversion technique would
derive the velocity model from the data as a part of the inversion. Migration re-
quires the velocity model as an input to focus and adjust amplitudes. In order to
be a useful process, it should be true that migration requires only an approximate,
or background, velocity model and that more detailed velocity information can be
extracted from a successful migration than was put into it [96].

The possibility of ”looking” at the interior of an object is based on the fact that
the incident wave penetrates inside the object itself, collects information about its
interior and finally is scattered, delivering information to the receivers. Although
the capability of penetrating objects is part of the features of microwaves, there
exists, however, a class of almost impenetrable objects. These objects are made up
of perfect conductors, whereas objects made up of strong conductors are almost
impenetrable in the sense that the impinging wave penetrates inside the object
only to a shallow depth [75]. For such a class of objects it is thus possible to
reconstruct only the object shapes but not to ”look” inside them. This is what
happens at optical frequencies, when the impinging electromagnetic radiation does
not significantly penetrate inside objects of which our eyes are capable of seeing
only the shape but not the interior [42]. Nevertheless, the inverse problem methods
refer only to penetrable objects.

A practical implementation of inverse problem can be found e.g. in [79]. In
this case it is used for landmine detection. As the first step, the position and
overall shapes of the objects are computed in a fast manner. For this purpose the
MUSIC algorithm [127,32] is used. After this first step the method chosen to solve
the linearized problem is the Algebraic Reconstruction Technique (ART) [84, 77]
which is widely accepted fast linear solution method. ART is used to determine
the parameters of the objects, e.g. the parameter values of trinitrotoluene in
landmine. It can be seen that results obtained by inverse problem are better than
by the conventional Kirchhoff migration.

The simulations that use inverse problem in through-wall imaging field are
shown e.g. in [157, 132, 131]. This technique promises reducing effect of multiple
reflections between investigated objects including wall, as well as precise position,
shape, and material characterization estimation. However, one has to mention that
inverse problem requires huge computational cost. The computation requirements
significantly rise with complexity of the measured scenario. Even a simple (close
to the ideal) scenario with few targets requires long time for computation with
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current computing techniques. That makes impossible to use inverse problem in
real-time for rescue and security applications.

2.5.9 Multiple Signal Classification

MUSIC is generally used in signal processing problems and was introduced by
Therrien in 1992 [138]. It is the method for estimating individual frequencies of
multiple harmonic signals. The use of MUSIC for radar imaging was proposed
by Devaney in 2000 [48]. He applied the algorithm to the problem of estimating
the locations of a number of point-like scatterers. Detailed description of MUSIC
algorithm can be found e.g. in [48,32,82].

MUSIC for image processing has been developed for multistatic radar systems.
It is the wave equation based method. The basic idea of MUSIC is the formulation
of the so called multistatic response matrix which is then used to compute the
time reversal matrix whose eigenvalues and eigenvectors are shown to correspond
to different point-like targets. The multistatic response matrix is formulated using
frequency domain data, which is obtained by applying the Fourier transform to
the time domain data.

N antennas are centered at the space points Rn, n = 1, 2, ..., N . The positions
of the antennas are not necessarily restricted to be in the same plane or regularly
spaced. The n-th antenna radiate a scalar field ψn (r, ω) into a half space in which
are embedded one or more scatterers (targets). M (M ≤ N) is the number of scat-
terers and Xm is the location of the m-th target in the space. Born approximation
is again considered [54,26]. The waveform radiated by the n-th antenna, scattered
by the targets and received by the j-th antenna is given by:

ψn (Rj, ω) =
M∑
m=1

G (Rj, Xm) τm (ω)G (Xm, Rn)VSn (ω) (2.5.48)

where G (Rj, Xm) and G (Xm, Rn) are the Green’s functions of the Helmholtz equa-
tion in the medium in which the targets are embedded in direction from transmitter
antenna to the target and from the target to the receiving antenna respectively.
τm (ω) represents the strength of the m-th target and VSn (ω) is the voltage ap-
plied at the n-th antenna. In this formula, the signal is only considered for a single
angular frequency ω. However, the extension for multiple frequencies is obvious.
The multistatic response matrix K is defined by:

Knj =
M∑
m=1

G (Rj, Xm) τm (ω)G (Xm, Rn) . (2.5.49)

The scattered waveform emitted at each antenna is measured by all the antennas,



2.5 Radar Imaging Methods Overview 35

so the elements of the multiple response matrix K can be calculated as:

Knj =
ψn (Rj, ω)

VSn (ω)
. (2.5.50)

The main idea of MUSIC is to decompose a selfadjoint matrix into two orthogonal
subspaces which represent the signal space and the noise space. This method
is often called Singular Value Decomposition (SVD) [27]. Since the multistatic
response matrix is complex, symmetric but not Hermitian (i.e. it is not self-
adjoint), the time reversal matrix T is defined from the multistatic response matrix:

T = K∗njKnj (2.5.51)

where ∗ denotes the complex conjugation. The time reversal matrix has the same
range as the multistatic response matrix. Moreover, it is selfadjoint. The time
reversal matrix T can be represented as the direct sum of two orthogonal sub-
spaces. The first one is spanned by the eigenvectors of T with respect to non-zero
eigenvalues. If noise is present, this subspace is spanned by the eigenvectors with
respect to eigenvalues greater than a certain value, which is specified by the noise
level. This space is referred to as the signal space. Note that its dimension is equal
to the number of the point-like targets. The other subspace, which is spanned by
the eigenvectors with respect to zero eigenvalues (or the eigenvalues smaller than
a certain value in the case of noisy data), is referred to as the noise subspace. The
corresponding eigenvectors are denoted by the eigenvalues:

λ1 ≥ λ2 ≥ ... ≥ λM ≥ λM+1 ≥ ... ≥ λN ≥ 0 (2.5.52)

of the time-reversal matrix T and vn, n = 1, 2, ..., N are the corresponding eigen-
vectors. The signal subspace is spanned by v1, ..., vM and the noise subspace is
spanned by the remaining eigenvectors. For detection of the target the vector gp

is calculated from the vector of the Green’s functions:

gp = (G (R1, p) , G (R2, p) , ..., G (RN , p))
′ . (2.5.53)

The point P is at the location of one of the point-like targets if and only if the
vector gp is perpendicular to all the eigenvectors vn, n = M+1, ...s, N . In practice,
the following pseudo spectrum is usually calculated by:

D (P ) =
1

N∑
n=M+1

|(vn, gp)|2
. (2.5.54)

The point P belongs to the locations of the targets if its pseudo spectrum is very
large (theoretically, in the case of exact data, this value will be infinity).

Simulated time-reversal imaging with MUSIC considering multiple scattering
between the targets is shown in [64]

In this case influence of a wall can be taken into account by applying Green’s
function considering the wall, what is a real challenge itself.
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2.5.10 Singular Value Decomposition

As it is mentioned above, the singular value decomposition is used as part of
the Music algorithm, in particular to make a distinction between which vectors
span the signal subspace and which ones span the noise subspace. The next step
of MUSIC is construction of Green’s functions vector and project them to noise
subspace in order to determine if the spatial point for which it was constructed
contains a scatterer or not. However, the SVD do not has to be used with a time
consuming solving of Green’s function. It can be very effectively used to reduce
clutters after the imaging was applied [27]. The challenging problem in through-
wall imaging is a large reflection of energy from the wall that occurs due to high
contrast between the dielectric constant of the wall and air, which leaves very small
amount of energy to pass through the wall, reflect from the target and then pass
through the wall back again to reach the receiving antenna. Thus, separating the
weak target signal and strong reflection is very important. Clutter may result in
a false alarm as it dominates the data and obscures the target information. For
clutter reduction, it is important to separate the target signal and clutter in the
received data. The SVD may be a useful tool to achieve this separation [27].

2.5.11 Boundary Scattering Transform

Shape Estimation Algorithm based on Boundary Scattering Transform (BST) [120]
and Extraction of Directly scattered waves (SEABED) algorithm was introduced
by Takuya Sakamoto et al. [121] in 2004. The algorithm uses very simple geomet-
rical approach without velocity compensation based on Inverse Bistatic Boundary
Scattering Transform (IBST) [120]. First, the image of the wave front Iw(X, Y, Z)
is derived from measured raw data (B-scan). It mostly means to find peaks in B-
scan. The image of the front wave is binary, hence contains only two amplitudes:
amplitude zero - when there is nothing or noise, and amplitude one - when there
is the is front wave of the measured object. The transformation from Iw(X, Y, Z)
space (before imaging) to the real Ir(x, y, z) space (after imaging) can be done by
simple geometrical approach [121]:

x = X − Z dZ
dX

y = Y − Z dZ
dY

z = Z

√
1−

(
dZ

dX

)2

(2.5.55)

SEABED was developed for monostatic approach. Shouhei Kidera et al. in [81] in
2006 introduced IBBST what is bistatic modification of SEABED. Transformation
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from Iw(X, Y, Z) space to the real Ir(x, y, z) space can be done by:

x = X − 2Z3Zx

Z2 − d2 +
√

(Z2 − d2)2 + 4d2Z2Z2
X

y = Y + ZY
{
d2 (x−X)2 − Z4

}
/Z3

z =

√
Z2 − d2 − (y − Y )2 − (Z2 − d2) (x−X)2 /Z2

(2.5.56)

where d is distance between transmitter and receiver.
SEABED method was used for detecting the contours of object behind a

wooden wall by Sebastian Hantscher et al. in [68] in 2006. The results from
real measurement are compared with Kirchhoff migration and f-k migration on a
very simple scenario. The cylinder was positioned behind the wooden wall with
the smooth surface. The next practical 3 Dimensional (3D) measurement was
done through the 5 cm concrete wall [69] in 2008. The SEABED reasonable saves
a computational time. It is even ten times faster than f-k migration. A number of
points with nonzero amplitudes in Iw(X, Y, Z) space is very small, therefore only
a few points have to be processed. However, for practical scenarios through thick
brick, or concrete walls the derivation of the wave front from the measured data
will be a critical step.

2.5.12 Fast Back Projection

Fast back projection algorithm was developed for tomography [21, 148] and later
modified for airplane SAR imaging in [144]. The main advantage of this method is
the smaller computational complexity in comparison with classical back-projection
described in Section 2.5.2. Classical back projection requires O(N3) operations to
generate N projections for N ×N image whereas the fast back projection requires
only O (N2 logN) operations. The fast back projection algorithm is performed
in two parts. First, the received data are recursively factorised into a number
of decimated data-sets for subimages of the reconstructed image. An example
of factorisation is shown on Fig. 2.5.7 (upper side), the resultant hierarchy of
data-sets is shown on lower side.

Secondly, each data-set is back-projected to the corresponding subimage. A
computational gain is achieved through decimating the data in the factorisation
step. However, this step introduces an error that degrades the image quality
[73]. There were made lot of modifications in the fast projection algorithm, like
filtered back-projection [15], fast factorised back-projection [50], [140], quadtree
back projection [97], omega-k quadtree back projection [36], etc. However, none
of these methods has better accuracy than classical back projection, or faster
computational times than f-k migration.
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Stage 1 Stage 2 Stage 3

Fig. 2.5.7: An example of factorisation (upper side) and the resultant hierarchy of
data-sets (lower side).

2.5.13 Migrations with Antenna Beam Compensation

Kun Liu et al. [90] in 2002 made a research how the consideration of antenna angle
beam would change computations and results in wave equation based algorithms
such as Kirchhoff migration and f-k migration. They called it the effects of dip-
limited Kirchhoff migration and f-k migration. In praxis most measurements are
done with wide beam antennas. However, not with omni-directional, but with
some specific antenna flaring angel beam, that can be precisely measured. The
waves that are aslant to the antennas have lower transmitted or received ampli-
tudes. Taking into account this fact in computations some improvements can be
done in the resulting image. It also decreases the computational cost in Kirchhoff
migration or suppress noise in both Kirchhoff and f-k migration [90]. Dip-limited
f-k migration is common f-k migration with an embedded dip filter. The dip-
limited Kirchhoff migration is implemented by limiting the aperture of migration
operators. The dip-limited Kirchhoff migration generates additional artifacts when
the dip limit is less than the maximum dip on the desired output section. These
artifacts are caused by the endpoints of the migration operators and become more
obvious as the dip limit is decreased. A geometric explanation as well as a syn-
thetic experiment are described in [90]. With the same idea, however, much more
from mathematical point of view Murthy N. Guddati et al. [65] came in 2005.

2.5.14 Conclusion

The migrations are formally divided into two main groups. Backprojection involves
migration based on simple geometrical approach, whereas Backpropagation repre-
sents migrations based on wave equations. Hence, the backpropagation migrations
should provide better results from physical point of view.

SAR imaging, Kirchhoff migration, and Stolt migration are most often used
migrations. SAR imaging and Kirchhoff migrations have almost the same compu-
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tational complexity and they differ only in details. However, SAR imaging falls
into the backprojection methods, whereas Kirchhoff migration into the backprop-
agation. Stolt migration is formally the Kirchhoff migration in frequency domain
from mathematical point of view. Only the practical implementation introduces
differences, that lead to the disparity in results. Because of implementation in
frequency domain, the Stolt migration has much smaller computational complex-
ity than Kirchhoff migration. SAR imaging and Kirchhoff migration are easily
modifiable for precise compensations and improvements in comparison to Stolt
migration. All three methods are not ideal and produce several artifacts.

BST as a part of the Backprojection is the method with a very small compu-
tational complexity. However, it requires wave front derivation from the measured
data, what is a difficult and critical step, especially for complex scenarios.

Very promising group of methods are migrations based on using Green’s func-
tion for solving the inverse problem, such as MUSIC that includes SVD. This tech-
nique promises reducing of an effect of multiple reflections between investigated
objects including wall, as well as precise position, shape, and material characteri-
zation estimation. However, the inverse problem requires huge computation cost.
The computation requirements significantly arise with complexity of the measured
scenario. Even a simple (close to the ideal) scenario with few targets requires long
time for computation with the current computing techniques. That makes impos-
sible to use inverse problem real-time for rescue and security applications. This is
the reason why we will not deal with this method in our research.

All the migrations give unprecise results without the compensation of a wall.
The simple wall compensation technique presented in Section 2.5.3 do not provide
sufficient result for complex scenarios. Therefore, a more precise compensation
method is required, however, with small computational complexity that still can
be used in practice.
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Chapter 3

Goals of Dissertation

Investigation of the objects behind an opaque wall is a very promising field for a
rescue and security applications nowadays. However, through-wall imaging is still
a very young developing field based mostly on theoretical approaches. There are
only few works published recently showing real measurements results. It is obvious,
that the present methods are not ready for practical usage. Using conventional
methods in praxis leads to unprecise and distorted results. Moreover, most of
them uses extremely time consuming computations what obstructs to use them
in real-time applications. The way to introduce through-wall radars in real and
practical applications is very meander and still requires a lot of research in signal
processing as well as in radar hardware field.

Based on the previous analysis, our research would be concentrated on signal
processing and improvements of methods, that move through-wall radar field closer
to the practical utilization. We will be focused on methods that can be used in
realtime. The goals of the thesis can be summarized as follows:

• to develope an effective and precise method for estimation of TOA through
the wall that is required for precise migrations, with small computational
complexity that can be used for practical applications;

• to develope fast, precise, and easy to handle measurement method for esti-
mation of wall parameters required for precise TOA through-wall estimation
that can be used for practical applications;

• to develope an image processing method for highlighting the building con-
tours in order to enhance the wall visibility of a building scanned from the
outside;
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Chapter 4

Selected Research Methods

Our research was concentrated onto three main tasks. First, in Section 4.1 a
precise, efficient, and fast method of TOA estimation for through-wall scenario
was investigated. Second, in Section 4.2 easy to handle, fast and practical method
for measurements of wall parameters with UWB radar, that is required for precise
TOA estimation was developed. Third, in Section 4.3 a method for highlighting
of inner and outer building contours scanned from the outside by utilization of
image processing algorithms is presented. In Section 4.4, the performance of basic
migration methods was compared for through-wall scenario and several practical
measurement scenarios measured with M-sequence UWB radar system are shown.

4.1 Through-Wall TOA Estimation

Precise TOA estimation is a basic step of standard migration methods for ob-
ject imaging from SAR measurements. In this section, an effective computational
method of the TOA for through-wall model is presented, published by the author
in [1]. The conventional method that uses constant velocity model produces errors
in object shape and position estimation [141,4,3]. Computation of the TOA (cor-
responding to the true flight distance) for three layer model requires the complex
minimization algorithm. The proposed method transforms three layer (air-wall-
air) model to an equivalent two layer (air-wall) model with lower computation
complexity and the same precision. It uses iterative solution of well defined min-
imization problem. Moreover, conveniently selected initial conditions of iteration
process can further decrease computational complexity of the method. The pro-
posed method provides more precise TOA estimation than the conventional one
and is less complex than three layer methods. Therefore, it is suitable for imple-
mentation on realtime hardware. The method performance is demonstrated by
processing of real 2D SAR data acquired by through-wall M-sequence UWB radar
system.
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The conventional method for computing TOA with constant velocity model,
which does not consider different velocity in the wall and air, introduces an error
in estimation of target shape and position [141]. Therefore, more or less accu-
rate methods based on a ray theory and Snell’s law are used in algorithms of
TOA computation to compensate the presence of the wall [61, 5, 86, 6]. The TOA
for multilayer model cannot be computed directly, some numerical minimization
method [106], has to be chosen. In general, the optimization techniques use TOA
as an error function, and a vector of independent variables over which the error is
minimized [76]. The number of variables is equal to the number of layers. This is
a very time consuming process, but for small number of layers (especially for air-
wall-air structure) a few improvements that significantly reduce the computation
complexity will be presented.

4.1.1 Properties of the Waves Penetrating Through the
Wall

Through-wall imaging requires waves to penetrate through the specific building
materials such as concrete blocks, clay bricks, mortar, plaster, drywall, asphalt
shingles, fiberglass insulation, etc. The transmitted signal is attenuated several
times due to the free space loss, scattering from air-wall interface, loss in the wall,
and the scattering from objects. The propagation loss inside the wall is a function
of the frequency [147]. Electromagnetic waves are able to penetrate through the
concrete walls without massive attenuation of up to approximately 3 - 4 GHz [101].
With regard to this fact, M-sequence UWB radar technology is very attractive for
through-wall object imaging.

TOA is commonly referred to the flight time of the wave between transmit
antenna, target, and receive antenna. To simplify the notation we denote TOAAT
as the flight time of wave between transmit antenna and target, or receive antenna
and target. TOAAT corresponds to the summation of distances between antenna
and the target divided by appropriate velocities in air and the wall (4.1.1).

When the wave arrives to the wall under a certain angle, the wave in the wall
will continue its propagation but with changed direction. This holds in the case
when the permittivity of the wall differs from the permittivity of the layer in
front of the wall. Even more, when the wave is leaving the wall, it changes its
direction once more. In the case that the permittivity of the wall is greater than
the permittivity of the air εw > εa, the wave velocity in the wall would be lower
than in the air. When the relative permittivity of the air εra is equal to 1, the
wave velocity in the air is equal to the velocity of the light c. The velocity in the
wall in this case is given by (2.5.5).

In the case when εa1 of the air in front of the wall and εa2 of the air behind
the wall are the same, εa = εa1 = εa2, the incidence angle of the incoming wave
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is the same as the angle of the outgoing wave which is leaving the wall, so the
wave behind the wall has the same direction as that in front of the wall. This
condition is fulfilled only for a homogeneous wall or if the wall consists of the
arbitrary numbers of homogeneous layers in parallel to the wall.

This section is focused on computation of the true TOAAT between antenna
and target, with the wall in between them. The losses in the wall are not considered
here.

4.1.2 True TOA Between Antenna and Target

To estimate the correct position of the objects behind the wall, the exact TOAAT
between the antenna and the object has to be known. To compute this time, the
model that is shown in Fig. 4.1.1 is used.
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Fig. 4.1.1: True flight distance model in through-wall scenario.

There are several assumptions: the wall is homogeneous with constant permit-
tivity and constant thickness; the relative permittivity of the air in front of the
wall and behind it is the same and equals to one; the coordinations of the antenna
A[xA, zA] and the target T [xT , zT ], the permittivity of the wall εw, the thickness of
the wall Dw, and distance of the wall from antenna in Z direction Wdi have to be
known. Because the material inside the wall is homogeneous, the angles φ1 = φ4

and φ2 = φ3.
The true flight distance between antenna and target is not equal to straight

distance |AT | between them. It has to be computed as summation of distances
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dtot = da1 + dw + da2. A minimization method has to be used, because the coordi-
nates of W1 and W2 (Fig. 4.1.1) are unknown and cannot be computed directly.
Optimization procedures are based on the minimization of the travel time princi-
ple. For example, the travel path must be certain that the travel time between
two arbitrary points is minimal [76]. Ryohei Tanaka in [136] introduced a method
how to compute true TOA for two layer model (air-ground) used for ground pen-
etrating radar applications. Four roots are computed from derivation of the TOA
equaled to zero. Then, the right one is chosen and the true TOA is computed. For
three layer model (air-wall-air) Fauzia Ahmad in [6] introduced complex and time
consuming method that solves several goniometrical functions for computing true
TOA. In order to transform three layer model (air-wall-air) into the less complex
two layer model that will not introduce any error in precise TOAAT estimation we
introduce one simple trick.

X

Z

Antenna

Target

Wall 1

Wall 2

Wdi1

Wdi2

Fig. 4.1.2: Total flight distance does not depend on distance between antenna and
wall Wdi.

The distance between the antenna and the wall Wdi in Z direction does not
play any role in the TOAAT estimation (Fig. 4.1.2). When the distance between
antenna and wall changes from Wdi1 to Wdi2, the true flight distance between
antenna and target would not be changed. The only one condition has to be
fulfilled, the entire wall has to be between the antenna and the target. Now, all
the computations can be done with assumption that the rear side of the wall is at
the target position and the two layer model (air - wall) can be used. With this
simple trick the minimization process for three layer model does not need to be
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computed, what leads to much faster computation. Even if the Tanaka has already
solved this problem in [136], hereunder, we introduce several improvements and
simplifications that speed up computations even more.

One have to mention, that antennas can be placed directly on a wall during
measurements, and two layer model is directly obtained. However, in this case,
the wall is in the antenna’s near field and therefore antenna impulse response in
time domain has been significantly changed. Hereby, the reducing of long antenna
impulse response influence on measured data by deconvolution, as it is described
in Section 2.4.4, is not applicable any more. Therefore, antennas are placed at
least 0.5 m from a wall during SAR scanning in practice, Wdi ≥ 0.5 m.

The true TOAAT can be computed like summation of both times, the time of
flight in the air and the time of flight in the wall:

TOAAT (d) =
da
c

+
dw
vw

(4.1.1)

where da = da1 + da2. The total flight distance dtot is computed as:

dtot = da + dw (4.1.2)

where

da =

√
(HZ −Dw)2 + (HX − d)2, dw =

√
D2
w + d2 (4.1.3)

where HX is the distance between the antenna and target in X direction, HZ is
the distance between the antenna and target in Z direction (Fig. 4.1.1). The true
TOAAT for any antenna position A[xA, zA] and target position T [xT , zT ] that is
represented by the image pixel position HX and HZ is required for formatting
the image during SAR imaging. After substituting da and dw from (4.1.3) to the
(4.1.1), only d will be unknown. In order to estimate d, the minimization process
is computed by derivation:

dTOAAT (d)

dd
= 0 (4.1.4)

After several simple mathematical operations the fourth order polynomial equation
with five coefficients is obtained:

co1d
4 + co2d

3 + co3d
2 + co4d+ co5 = 0 (4.1.5)

where coefficients:

co1 =c2 − v2
w, co2 = 2HX

(
v2
w − c2

)
co3 =H2

X

(
c2 − v2

w

)
+ c2 (HZ −Dw)2 − v2

wD
2
w

co4 =2v2
wD

2
wHX , co5 = −v2

wD
2
wH

2
X

(4.1.6)

The analytical solution of (4.1.5) even with Ferraris or Galois method [139] requires
huge number of divisions and square root operations. Therefore, unlike in [136],
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we have chosen the Newton-Horner iteration method [24,107] for root computation
because of its lower computational cost. Two of the roots are complex conjugate,
the third is real but negative and the fourth - the right one, is real and positive.
Unlike in [136], all four roots do not have to be computed. Because the required
root can be estimated from an initial value quite well, only this one root is com-
puted. This root represents the examined value of d, therefore it is restricted at
least to the interval d ∈< 0, HX >. Practically, the limitation of d could be much
more narrower. There are many possibilities how to estimate the initial values of
dinit very close to the right one, so only a few iterations have to be done to obtain
the correct d with sufficient precision.

The Newton-Horner iteration algorithm can be described as follows:

dn+1 =

∣∣∣∣∣∣∣∣∣dn −
5∑
i=1

coid
5−i
n

4∑
j=1

(
j∑

k=1

cokd
j−k
n

)
d4−j
n

∣∣∣∣∣∣∣∣∣ ,
n = 1, 2, ..., I
d1 = dinit

(4.1.7)

where I is the number of iterations. After 10 iterations the result has higher ac-
curacy than is required in praxis for standard applications, even after 5 iterations
the results are sufficient. The iteration algorithm requires only a few Multiply
And Accumulate (MAC) operations and one division per iteration. The proposed
algorithm for true TOAAT computation does not require sine or cosine compu-
tation and the whole algorithm can be implemented in realtime hardware with
relatively small computational requirements. The conventional method with no
wall compensation computes the TOAATconv as straight line between antenna and
target:

TOAATconv =

√
(xT − xA)2 + (zT − zA)2/c (4.1.8)

It requires 5 MAC and 1 square root operation. In the proposed algorithm the
coi, d and TOAAT are computed from (4.1.6), (4.1.7) and (4.1.1), respectively. It
requires 109 MAC operations, 2 square roots, and 10 divisions for 10 iterations.

Computation of the TOAAT by the proposed method is much more time con-
suming process than by the conventional method, but it is still very fast process
comparing to the three layer model [6] with different permittivity in each layer.
TOAAT can be expressed by the one unknown variable also for three layer model,
but it is very complex relation and after derivation polynomial of a very high order
is obtained. Therefore, this simple numerical method for root computation is very
time consuming and the critical points have to be investigated with the second
order derivation.

In order to form image during migration, unlike in the simple wall compensation
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algorithm (2.5.9), the summation is describer as:

I(xT , zT ) =
1

N

N∑
n=1

BPn (X, k = (TOATX−T + TOAT−RX)) (4.1.9)

where TOATX−T is a time of flight between transmit antenna and target and
TOAT−RX is a time of flight between target and receive antenna.

The TOAAT of targets behind and inside the wall can be computed with the
proposed algorithm. For targets in front of the wall, the conventional geometrical
approach can be used (4.1.8). For targets inside the wall, only the thickness of the
wall has to be changed and the same algorithm as for the targets behind the wall
can be used. Therefore it is possible to use this approach for correct imaging of
the targets behind the wall as well as in the wall itself.

This algorithm can be used for computation of TOAAT between transmitter
and target as well as between target and receiver for both monostatic and bistatic
cases. It is interesting that the true flight distance between the antenna and the
target from d and (4.1.2) can be computed, although the coordinates of inflection
points W1 and W2 stay unknown.

The proposed method can be used for static objects and moving antennas -
SAR imaging, as well as for static radar when the targets are moving - detection
of moving people behind the wall [114,115] and detection of trapped people [152].

4.1.3 Estimation of Initial Conditions

There is one initial parameter used as an input to the iteration algorithm described
above. It is the distance d (see Fig. 4.1.1). d is restricted at least to the interval
d ∈< 0, HX >. The more precisely dinit is estimated the less number of iteration
are required to obtain d with sufficient precision. Very simple prediction can be
done by:

dinit ≈
HX

2
. (4.1.10)

Because the three layer model was transformed into the two layer model (Fig.
4.1.3) without any error introduction, the estimation from well-known GPR field
can be used. We suggest to used more precise estimation method than expressed
by (4.1.10) but still with small computational complexity described in [76]. Here,
the dinit can be estimated as:

dinit ≈
√
εa
εw
|ET1| . (4.1.11)
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Fig. 4.1.3: Two layer through-wall model.

By a simple geometrical manipulations as we described in [137] the dinit can by
estimated as:

dinit ≈
√
εa
εw

HXDW

HZ

. (4.1.12)

In [137] we used (4.1.12) as a final estimation of d for TOA computation, here it
is used only to estimate the initial condition - dinit.

4.1.4 Simulation Results

Several simulation experiments are shown in order to demonstrate efficiency and
precision of the proposed algorithm. The simulated scenario of an object behind
the wall is shown in Fig. 4.1.4. Firstly, the investigated parameter d is computed
with initial condition given by (4.1.10). The results dependant the on number of
iterations are compared with the true value of d and shown in Table 4.1. In next,

Table 4.1: Dependence of d on number of iterations. dinit ≈ HX
2

.

Iterations 0 1 2 3 4 5 6 7

d[cm] 150 63.636 26.6 18.797 17.7 17.673 17.673 17.673

Errd[%] 748.752 260.075 50.512 6.360 0.153 0.000 0.000 0.000

d is computed with initial condition given by (4.1.12). The results are shown in
Table 4.2. Errd[%] represents a relative error of d in percentage. It is obvious,
that only a few iterations lead to precise results. Only 5 iterations are required to
obtain Errd < 0.0005% in case the dinit is computed according to the (4.1.10). In
case the dinit is computed by (4.1.12), only four iterations are required.
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Fig. 4.1.4: Simulated scenario of object behind the wall.

Table 4.2: Dependence of d on number of iterations. dinit ≈
√

εa
εw

HXDW
HZ

Iterations 0 1 2 3 4 5 6 7

d[cm] 35.355 20.828 17.857 17.674 17.673 17.673 17.673 17.673

Errd[%] 100.051 17.852 1.041 0.006 0.000 0.000 0.000 0.000

The computation complexity of TOA estimation is a very important aspect,
e.g. in order to compute migration from SAR scanning consisting from N = 300
scans and with final image resolution Nx = 500×Nz = 500 pixels, the parameter
d has to be computed Nc = 150 millions times.

Nc = NxNzN. (4.1.13)

The computation method of dinit should be therefore chosen with sophisticated
trade-off between precision and complexity, and with regard to the hardware per-
formance.

In Table 4.3 precisions of several TOA methods are compared. Firstly, the TOA
is computed as a straight line between the antenna and the target according to the
(2.5.1) (one way antenna - target only) with no wall compensation. Secondly, a
simple wall compensation method (Section 2.5.3) is used to compute TOA. Finally,
the TOA is computed according to the proposed precise method. ErrTOA[%]
represents a relative error of TOA estimation in percentage.

The shown precision is obtained only in case of homogeneous walls. In addition,
the velocity of the wave propagation depends also on conductivity, permeability,
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Table 4.3: Error in TOA estimation for through-wall scenario.

Method
Straight line between Simple wall Proposed

antenna and target compensation method

TOA[ns] 11.188 14.238 14.994

ErrTOA[%] 25.383 5.042 0.000

and frequency, as it is shown in equation (4.2.2). However, these parameters cause
neglectable modification of the propagation velocity in praxis.

4.1.5 Irregular Movement Compensation

The antenna system, or the whole radar system has to move in scanning direction
during SAR scanning. A very precise and linear scanning system can be used in a
laboratory environment. However, it is impractical in real measurement scenarios.

In scanning direction (X - axis):

For rescue or security applications a moving trolley or vehicle is used. In this case
it is almost impossible to move it with a constant velocity. Most of the migrations
require input dataset (B-scan) with linear distances between two subsequent scans.
Otherwise the output image will be deformed.

We used hand moving trolley with positioner system for measurements pictured
in Fig. 4.1.5. The information about actual position in scanning direction is
continuously saved with every received impulse response from the radar device. In
order to align all scans to the regular grid, where every two subsequent scans have
the same distances, a vector of antenna positions s in scanning direction shown in
Fig. 4.1.6 b) is created. The antenna positions in vector s are linearly dependent
on the number of scans. The calibrated and preprocessed B-scan BPn (X, k) is
interpolated through Spline interpolation Spline as:

BPC (X, k) = Spline (BP (X, k) , s) (4.1.14)

where BPC (X, k) is a B-scan with compensated irregular trolley movement in the
scanning direction. For the next processing, the BPC (X, k) in combination with
antennas positions s is used.
In looking direction (Z - axis):

The irregular movement of scanning trolley leads to a varying distance between
antenna system and scanning objects. In order to compensate this behavior during
migration, the precise distance between antenna and the wall Wdi has to be known.
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Fig. 4.1.5: Trolley antenna movement - positioner system.
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Fig. 4.1.6: Antenna system positions in X direction. a) Measured. b) Vector s.

The front wall that is directly in front of the antennas is clearly visible in the
measured data set. It mostly represents the most significant part of the energy in
B-scan after crosstalk removal. The positions of peak in dataset caused by the wall
reflections could be effectively used to estimate the distances between the antennas
and the wall Wdi. The B-scan of through-wall scanning with zoom of the front
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Fig. 4.1.7: Estimation of antenna distance from the wall. a) Reflection from the
Wall, B-scan. b) Antenna distance from the wall Wdi.

wall is shown in Fig. 4.1.7 a). The estimation of Wdi is shown in Fig. 4.1.7 b).
Estimated antenna distance from the wall can be used during TOA computation
required for imaging.

4.1.6 Antenna Beam Compensation

Before the migration can be done, the antenna beam should be compensated ac-
cording to the Section 2.5.13. Measurements of antenna direction proprieties leads
to antenna footprint as a weight function depending on the antenna look angle:

w = footprint(φ) (4.1.15)

An example of horn antenna footprint is shown in Fig 4.1.8 a). Because the
positions of the transmit and receive antennas are not the same in bistatic case
(Fig 4.1.8 b)), two different weights for both antennas must be included in the
formation of the SAR imaging algorithm:

I(xT , zT ) =
1

N

N∑
n=1

w1w2BPCn (X, k = TOAn) (4.1.16)
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Fig. 4.1.8: a) The example of horn antenna footprint. b) Bistatic through-wall
model.

where w1 = footprint(φ1) and w2 = footprint(φ2). The whole implementation of
the antenna footprint to the SAR imaging increase the computation complexity
only negligibly.

4.1.7 Measurements Results

The influence of the wall on imaging results is illustrated on two experiments.
For testing of the proposed algorithm the 2D SAR measurements were chosen.
The measurements were done with the 9 GHz M-sequence UWB radar system
[43, 116, 118] described in Section 2.1.3. Bistatic model with the double-ridged
horn antennas was used. For bistatic system the dtot has to be computed twice,
for transmitter-target flight distance and for target-receiver flight distance:

dtot bist = dtot TX2T + dtot T2RX . (4.1.17)

All the preprocessing and calibration steps described in Section 2.4 were under-
taken. The irregular trolley movement was compensated, as well as antenna beam.
The migration with a simple geometrical approach described in Section 2.5.2 called
SAR imaging was used to transform time domain into the spatial domain. The
wall was compensated by the proposed algorithm.

Scenario 1 is a simple scenario, where the measured object is in parallel with
the scanned wall. The measured room was approximately 4 m × 5 m large, with
the wall thickness of about 0.2 m. The wall was made of bricks with relative
permittivity approximately εrw = 4. Distance between the centers of antennas
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a) b)

Fig. 4.1.9: SAR measurement. a) Radar system in front of the wall. b) Measured
object behind the wall.
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Fig. 4.1.10: SAR measurement - Scenario 1.

was 0.45 m vertically. The antenna system was moved in parallel to the wall along
2 m at distance 0.5 m from the wall. The object was placed 1 m behind the wall
inside the room (Fig. 4.1.10). A metal plate of size 1 m × 0.5 m and thickness of
a few millimeters was chosen as an object behind the wall.

In Fig. 4.1.11 a) and Fig. 4.1.11 b), the migrated images with conventional
method where TOA si computed by (4.1.8) and the proposed method of TOA
computation by (4.1.1) are shown, respectively. The targets have marked dis-
tances from antennas at antennas position 1 m in the scanning direction. The
position of the metal plate in Z direction in Fig. 4.1.11 a) is about 1.9 m, what is
approximately 0.2 m deviation from the real position. In Fig. 4.1.11 b) it is about
1.7 m what is very close to the real position. The front wall is in both images
in the correct position, it starts approximately at 0.5 m in Z direction. The rear
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Fig. 4.1.11: Migrated images - Scenario 1. a) Conventional method without wall
compensation. b) Proposed method with precise TOA estimation.

wall is in the correct position only in Fig. 4.1.11 b), approximately at 4.7 m in Z
direction, in Fig. 4.1.11 a) it starts at 4.9 m.

Scenario 2 demonstrates how important true TOA estimation is in case the
objects are not in parallel with the scanning direction. The wall compensation
can be done also in much simpler way. An additional delay for a wave penetrating
perpendicularly to the wall can be computed by (2.5.8) as we described in Section
2.5.3 and used for wall compensation [86]. This approach could be used only in
case the waves are penetrating perpendicularly to the wall, what is not fulfilled in
praxis. Compensation by this simple approach still provides much better results
than without compensating the wall at all. However, it is not as precise as the
compensation by the proposed method, as is shown in this second scenario (Fig.
4.1.12). The metal plate of size 0.67 m × 0.75 m was placed aslant behind the 0.4
m thick brick wall with relative permittivity approximately εrw = 3.4. As it can
be seen in Fig. 4.1.13, even if the waves penetrate aslant in the wall, the proposed
method provides correct coordinations of the left-bottom metal plate corner [X =
1.6 m, Z = 1 m], unlike the simple method for compensation [X = 1.73 m, Z = 1
m].

A noncompensation of the wall will cause that the objects will not be imaged
in correct position. The image will be unfocused as well [141], however, in real
measurements only the shifting of the objects to the incorrect positions is evident.
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Fig. 4.1.12: SAR measurement - Scenario 2.
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Fig. 4.1.13: Migrated images - Scenario 2. a) Method with simple wall compensa-
tion. b) Proposed method with precise TOA estimation.

4.2 Measurements of the Wall Parameters by

Reflectometry

Precise SAR imaging of objects, detection of the moving person behind the wall,
or non-destructive testing of the state or quality of walls constructions in civil
engineering with UWB radar requires the knowledge of wall parameters like thick-
ness, permittivity, and conductivity. Their use in data processing produces more
precise and realistic results, as we have shown in Section 4.1. The more precise the
wall parameters are known the better the complex algorithms for SAR imaging [1]
or detection of moving persons [114] could be enhanced. The measurement of the
wall parameters is challenge in a real environment especially when there is access
only from one side of the wall. In this section, an effective and fast algorithm for
wall parameters estimation that can be used in practice is presented. For that
purpose the magnitudes and the time positions of reflections from inner and outer
interfaces of the wall are extracted from the data. A new scanning method that



4.2 Measurements of the Wall Parameters by Reflectometry 57

we propose significantly reduces the clutter caused by objects in the measurement
environment such as reflections from other walls, the ceiling, the floor and antenna
crosstalk. The algorithm was tested on 13 different types of walls with various per-
mittivity, conductivity and thickness. A handheld M-sequence UWB radar with
horn and circular antennas was used for data gathering. The proposed method is
very robust and the error of the thickness estimation was less than 10% for most
of the measured walls. The whole measurement could be handled by one person.
The wall parameter estimation runs in real time and is fully automated.

4.2.1 Conventional Methods for Wall Parameters Estima-
tion

There are several methods for estimation the wall parameters. They could be
estimated most precisely when the wall is placed in between the antennas [102,
103,40]. However, this is not practical especially in case of terrorists or fire since it
is meaningless for the intended applications to measure the wall from both sides. A
further approach uses different standoff distances for wall parameters estimation
in [141, 142]. A small object, that has to be visible from at least two antenna
positions, has to be situated behind the wall what is impractical as well. Moreover,
the wall parameters would be estimated incorrectly if the position of this object is
estimated even with very little inaccuracy. Methods [141,142] were tested only on
simulated data. SAR image de-smearing or auto-focusing were also used [8, 95].
However, the blurring of SAR images is practically very small and mostly lost
in noise. Most of all the position of an object is changing significantly when the
wall parameters are unknown as it has been shown in Section 4.1.7. This method
was also tested only on simulated data. By representing the wall reflections in
the Laplace domain, the pole positions can be used for wall parameter estimation
using Prony’s method [72]. However, even small noise would shift the pole positions
significantly. Therefore, the approach is only useful for simulations. A model based
solution of an inverse problem was also proposed. It solves iteratively the wave
equations using Green’s function [89, 14]. These methods are very complicated,
require huge computation power as well as the time and most of them were tested
only on simulated data.

In this section a new method for estimation of thickness, permittivity, and
conductivity of a wall is introduced. The main attention was paid to develop
a practical estimation method that could be used in the real environment. The
measurement is carried out from one side of the wall, thus there is no need to
enter a danger area. The measurement process is very fast and easy to handle. A
positioning system is not required. The processing of the proposed algorithm does
not take more than 2 seconds on a standard laptop with 1.8 GHz Intel processor
in MATLAB.
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4.2.2 Model of the Wave Propagation in the Wall

The main idea of the wall parameter estimation is to use time domain reflectometry.
The Fresnel equations at the wall interfaces and plane wave propagation within
the wall are applied. This idea was firstly introduced in [155]. However, here a
time consuming iterative error minimization process that solves inverse problem
for multilayer medium has to be processed. In addition, as a multiple reflection
reduction technique a low effective time gating was chosen. Therefore, a wall
with thickness only 12 cm was measured to prove the method’s functioning. A
time domain reflectometry was chosen for wall parameter estimation also in [119].
However, the piece of wall has to be placed in anechoic chamber room and measured
with and without a metal plate behind it, what can not be done in a dangerous
environment. The reflectometry principle was also used in [80]. However, only the
theoretical approach was tested there on simulated data and an extensive iteration
algorithm was used to estimate the wanted parameters. Furthermore, the whole
wave propagation was assumed to be planar. This is not practical since it requires
a large distance between the wall and the radar device.

Our approach permits spherical wave propagation. But within the wall we
also simplify to planar waves in order to keep simple. An error made by that
approximation is negligible since it only neglects the spreading losses in the wall.
That is, the conductivity would be slightly overestimated. For our wall model, we
suppose, as in [155] and [80], a flat wall surface, a homogeneous wall structure, and
normal incidence of the sounding waves. Frequency independent wall permittivity
εw and wall conductivity σw are also supposed. Moreover, it can be assumed that
the relative permeability of common wall material will be µrw = 1 and the wave
attenuation would not be extremely strong at the applied radar frequencies.

Fig. 4.2.1 illustrates the wave propagation within a wall. Obviously, we have
to deal with the reflections in both wall surfaces and the wave propagation within
the wall. As demonstrated below, the reflections depicted in blue would be used
to determine the wall parameters and the transmitted wave (green line) should
sound the targets behind the wall. Reflections of higher order are not of interest
(depicted as green dotted lines). Their amplitudes are negligible.

Fresnel’s equations give ratios between the incident wave and the scattered
respectively transmitted electrical field at a flat boundary for normal incident
waves:

Γ = ±
√
εa −

√
εw√

εa +
√
εw
, T =

2 4
√
εaεw√

εa +
√
εw

=
√

1− Γ2 (4.2.1)

where Γ is a reflection coefficient, T is a transmission coefficient, and εa is the
permittivity of the air or vacuum. The positive sign in Γ holds for the propagation
air to a wall and the negative sign has be to applied if the wave moves from a wall
to the air.

The wave propagation within the wall is characterized by the propagation
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Fig. 4.2.1: Through-wall magnitude model - Reflectogram. Note: The aslant
incidence of the wave is only plotted for better illustration of multiple reflections.

speed vw and the propagation loss aw. Both result from the solution of the plane
wave equation of the electromagnetic field, which is usually determined for the
frequency domain [134]:

Propagation factor:

β =
2πf

vw
= ±2πf

√√√√√εwµw
2

√1 +

(
σw

2πfεw

)2

+ 1

 ≈
≈ 2πf

√
εwµw =

2πf
√
εrw

c

(4.2.2)

Attenuation constant:

α = ±2πf

√√√√√εwµw
2

√1 +

(
σw

2πfεw

)2

− 1

 ≈
≈ σw

2vwεw
=

σw
2c
√
εrw

(4.2.3)

where µw is the permeability of the wall, εrw is the relative permittivity of the wall,
f is the frequency of the wave and c is the wave velocity in vacuum. Propagation
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losses inside the wall can be computed as:

aw = a0e
−2Dwα (4.2.4)

where a0 is the magnitude of the incident wave and Dw is a wall thickness. Spread
losses inside the wall are neglected.

Equations (4.2.2) and (4.2.3) also indicate approximations which follow from
the fact that the conductivity of the most common wall materials is sufficiently
small. Otherwise, the wave could not penetrate through the wall and the entire ap-
proach of object detection behind the wall would fail. In this case wall parameters
estimation is useless.

From this set of simple equations, it is possible to estimate the wanted wall
parameters. The first reflection would provide us the permittivity of the wall. From
that the propagation speed can be calculated. Hence, the time delay of the inner
wall reflection will give us the wall thickness. Thus, there is no iteration required
as in [155] or [80] and the data may be taken directly from radar measurements
which are usually given in the time domain.

4.2.3 Reducing of Clutters with New Scanning Method

The precise allocation of the second reflection from the wall-air interface is a critical
step in wall parameters estimation by time domain reflectometry. However, it is a
big challenge in practice because of antenna ringing, multiple reflections inside the
antenna and inside the wall, multiple reflections between the antenna and wall,
diffraction effects at the edge of the wall, signal scattered from objects other than
the wall, lots of other clutter and random noise. Additionally, antenna crosstalk
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Fig. 4.2.2: Example of the reflections from the wall measurement.
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and wall reflections are overlapped at close proximity to the wall (Fig. 4.2.2). In
order to separate the wall reflections from unwanted components, we introduced
a new method of scanning. The main idea behind this method is to move the
antennas towards the wall (Fig. 4.2.3) and to average the data appropriately.
During scanning, the positions of all clutter signals in the measured data are

Measured allW

Scanning

Direction

Antennas

Movement

TX RX

Metalic door

Clutter

Clutter

Rear wall - Clutter

Fig. 4.2.3: Antennas movement with the new scanning method.

shifting with another velocity (sometimes even directions) as the position of the
wall of interest. Fig. 4.2.4 depicts an example in which the radar was taken away
from the wall, which can be seen by the growing propagation time. Other reflectors
(ceiling, floor, back wall, etc) change their distance to the radar differently and
hence they can be suppressed by averaging the signals along the ”wall track”. But
note, the spreading losses due to spherical wave propagation have to be removed
before averaging. The simplest way to reduce the clutter is to synchronize all
impulse responses on the front wall reflection (it is always clearly visible), normalize
each signal to its main peak and average all of them (Fig. 4.2.4). The antenna
crosstalk should be removed beforehand and the data should be densely sampled
in order to gain a precise synchronization between all measurements. Averaging
the data from Fig. 4.2.4 b) in the horizontal direction leads to a cleaned impulse
response h(n) of the wall (see Fig. 4.2.5 a)) which we will separate in two parts
- one originating from the reflection of the outer surface h1(n) and one caused by
the inner surface h2(n). The two reflections are clearly visible. A third reflection
is also indicated by the data. It is produced by a target which is out of interest
here.
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4.2.4 Algorithm Description

As mentioned above, the first step is to determine the reflection coefficient Γ of
the outer surface in order to be able to determine the wall permittivity. Since the
incident wave is not known in practice, a reference measurement hm(n) was made
beforehand and stored in the device memory. For that purpose, we used a large
sheet of metal Γ = −1 and measured the reflection at 1 m distance. Since we have
supposed wall parameters as frequency independent, we are able to determine Γ
of the first surface from the peak values of the measured data:

Γ = − ‖h1(n)‖∞
‖hm(n)‖∞

= − ‖h(n)‖∞
‖hm(n)‖∞

. (4.2.5)

The reflection coefficient of a wall is always negative (compare (4.2.1) and see Fig.
4.2.5). The infinity norm is a positive number, hence the minus in (4.2.5). The
determination of h(n) has to be done carefully by using the same wall distance for
synchronization as in the hm(n) measurement in order to respect the spreading
loss of the waves. However, a distance measurement to the wall is not required, it
can be easily obtained from position of h1(n).

Now, we can calculate the wall permittivity:

εrw =
(1− Γ)2

(1 + Γ)2 (4.2.6)
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and the propagation speed within the wall:

vw =
c
√
εrw

. (4.2.7)

The propagation time ∆t (see Fig. 4.2.5) within the wall will give the wall thick-
ness:

Dw =
vw∆t

2
. (4.2.8)

Time ∆t results from the time position of the maximum of h2(n) referred to the
first reflection. However, the h1(n) and h2(n) may overlap each other as it is shown
in Fig. 4.2.6. It is mostly obvious when the wall is too thin. In this case a wall
thickness is only 13 cm. Therefore, we firstly subtract the first reflection h1(n)
from the data in order to gain the improved reflection from the inner surface.
Since the wall parameters are frequency independent, we can suppose that h1(n)
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and hm(n) have the same time shape, hence

h2 (n) ≈ h (n)− ‖h1 (n)‖∞
‖hm (n)‖∞

hm (n) = h (n)− ‖h (n)‖∞
‖hm (n)‖∞

hm (n) . (4.2.9)

The norm of h1(n) may be approximated by norm of h(n). As it can be seen from
Fig. 4.2.6 b), even if the h1(n) and h2(n) overlap each other using formulas 4.2.9
leads to very good results in praxis (Dw=13 cm, Red small brick with plaster,
Table 4.4).

-1

-0.5

0

0.5

1

Reflection from both  interfaces

-1

-0.5

0

0.5

1

Wall-Air interface

0

0

2.2

2.2

4.4

4.4

6.6

6.6

8.8

8.8

11.1

11.1

13.3

13.3

15.5

15.5

17.8

17.8

Time [ns]

Time [ns]

N
o

r
m

a
li

z
e
d

A
m

p
li

tu
d

e
N

o
r
m

a
li

z
e
d

A
m

p
li

tu
d

e

a)

b)

h (n)
2

h(n)

Fig. 4.2.6: Mean of reflections from wall interfaces, wall thickness Dw = 13 cm.
a) Reflection from both interfaces. b) Reflection from wall-air interface, after
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The ratio between measured infinity norms of h1(n) and h2(n) could be used to
calculate the wall attenuation representing the conductivity of the wall material.

aw =
‖h2(n)‖∞
‖h1(n)‖∞

1

1− Γ2
=
‖h2(n)‖∞
‖h(n)‖∞

1

1− Γ2
. (4.2.10)

From (4.2.10) and (4.2.4) attenuation constant α can be computed as:

α =
ln aw
−2Dw

. (4.2.11)
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From (4.2.11) and (4.2.3) wall conductivity σw can be computed as:

σw = 2πfεw

√√√√(( α

2πf

)2
2

vwεw
+ 1

)2

− 1. (4.2.12)

4.2.5 Measurements Results

The proposed method was tested on 13 different types of walls. The walls were
made of various types of bricks, concrete and reinforced concrete. The wall thick-
nesses ranged from 13 cm to 50 cm. Most of the walls were measured indoor, four
walls were measured from outside. An M-sequence UWB radar device with 4.5
GHz sampling rate [117], frequency range 0.5 GHz to 2.25 GHz and double ridged
horn antennas were used for the measurements. Five walls were also investigated
with circular antennas.

For data capturing, the (handheld) radar device was simply moved towards or
from the wall. Reasonable distances cover about 0.5 m to 1.5 m. The processing
is completely automated and takes less than 2 seconds on a standard laptop in
MATLAB. The results are shown in the Table 4.4. It can be seen, that the
proposed algorithm is very robust and the error in the thickness estimation is less
than 10% for most of walls. The wall parameters can be estimated precisely enough
for many practical applications even when the thin layer of plaster is present. The
method failed only in one case, when the wall was made of 4 cm stone pavement
and then 40 cm light brick. The preciseness of the measured σw was not tested
yet since it was not in an aim of our work up to now.

The occurred deviations are caused mainly by erroneous determination of the
wall reflection resulting in permittivity and conductivity values of reduced reli-
ability. The approach assumes an ideally flat surface and a homogeneous wall
structure. If the surface is too rough or coated by some substances, there are also
other quantities besides the volume material which determines the wall reflection.
The use of more complex wall models may partially reduce these errors. However,
under field conditions it will usually not be possible to determine all the required
parameters.

The algorithm is suitable for handheld device operation without use of any
additional equipment or prior knowledge. It can be applied under real condi-
tions, the method is very robust and useful for typical walls that occur in the real
environment. The whole algorithm is very fast, fully automatic and applicable
under realtime conditions. The estimated parameters could be used to improve
UWB through-wall SAR imaging as well as moving person detection. Possibly,
the knowledge of wall permittivity and conductivity permits recognition of wall
materials or estimates the material quality of the wall construction.
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4.3 Highlighting of a Building Contours

Any actual information about a building interior could be very useful before en-
tering dangerous area. It could be used to plan strategies in a lot of rescue and
security applications. In this section, we introduce an imaging of the inner and
outer building contours from the outside using through-wall UWB radar. For that
purpose the preprocessing, calibration, and imaging is performed. The image pro-
cessing method for highlighting of the building walls using Hough Transform (HT)
with assumed knowledge about the direction of walls is presented. The algorithm
was tested on real measured data acquired from a M-sequence UWB radar system.

4.3.1 Preprocessing and Imaging

Several preprocessing and calibration steps as well as imaging have to be applied
before the highlighting of a building contours would be performed. After the
building was scanned by SAR scanning (Section 2.3), the dataset was interpo-
lated in time domain (Section 2.4.1), the time zero was estimated (Section 2.4.2),
the crosstalk was removed (Section 2.4.3), and the dataset was deconvolved with
impulse response of whole radar system (Section 2.4.4). The irregular trolley move-
ment (Section 4.1.5) and antenna beam was compensated (Section 4.1.6). SAR
imaging based on geometrical approach described in Section 2.5.2 was used as the
migration.

In order to reconstruct the wave propagation through the wall more precisely,
the TOA that takes into the account wall parameters was computed during SAR
image formation, as it is described in Section 4.1. In addition, the attenuation of
the wave propagation and looses were compensated in two ways:

Attenuation inside the wall: The wave penetrating through the wall is atten-
uated much more considerably in the wall than it is attenuated in the air. The
attenuation inside the wall mostly depends on the wall conductivity σw, that can
be easily measured by time domain reflectometry (Section 4.2). The magnitude of
the wave behind the wall is given by (4.2.3) and (4.2.4):

aw = a0e
−Dw

0@2πf

vuut εwµw
2

"r
1+( σw

2πfεw
)
2
−1

#1A
(4.3.1)

where a0 is a magnitude of the incident wave before the wall and aw is a magnitude
of the wave behind the wall.

Spread losses in the air: The magnitude of the wave is reduced with distance
even in the air. Such attenuation is called spread losses [67]. The spread losses
for long distances such as few meters should not be neglected. A very simple and
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theoretical approach was chosen for correcting the spread losses. Because most of
the objects that are scanned, including walls, have flat surfaces, the spread losses
could be expressed by reciprocal proportion [156]:

a2 = a1
T2

T1

(4.3.2)

where a1 is the wave magnitude at position T1 and a2 is the wave magnitude at
position T2

Compensation of the wave attenuation and losses should improve the magni-
tudes level of all scanned objects according to their reflection properties. However,
it has to be done carefully because the small magnitudes from far objects be-
hind the wall are increased including the noise. In critical scenarios the noise and
clutters from far positions could be raised into the target magnitude level.

After the preprocessed and calibrated dataset BPC is migrated and attenuation
and spread looses described above are compensated, the final image Iw(X,Z) is
obtained:

Iw(xT , zT ) =
1

N

N∑
n=1

awa2w1w2BPCn (X, k = (TOATX−T + TOAT−RX)). (4.3.3)

4.3.2 Wall Highlighting using Hough Transform

The walls that represent the building contours are mostly distorted by clutters
and noise on the processed image Iw(xT , zT ). We are looking for big straight walls,
with good reflections, that represent building contours. To highlight such walls we
propose the following image processing steps: The image Iw(xT , zT ) is transformed
to the gray-level. The edges are found with the edge detector so the picture is
converted to the binary image IwDE(xT , zT ). The Hough transform [129, 52] is
applied. The peaks in Hough space are filtered according to the wall direction
assumptions and lines which represent the investigated walls are drawn back to
the Iw(xT , zT ) image.

Canny edge detector [25] is used to detect edges, as it is very often used for
detection of lines in combination with HT in SAR images obtained by an aircraft
[33] or for ground penetrating radar SAR scans [56].

The HT is used to find the lines in the image:

IHT = HT (IwDE(xT , zT )). (4.3.4)

HT is a feature extraction technique used in image analysis, computer vision, and
digital image processing [129, 52]. HT is mostly used for finding straight lines
(or certain class of shapes) hidden in larger amounts of other data. The main
advantage of the HT technique is that it is tolerant to gaps in feature boundary
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descriptions and is relatively unaffected by image noise [58]. The motivating idea
behind the Hough technique for line detection is that each input point in the image
indicates its contribution to a globally consistent solution (e.g. the physical line
which gave rise to that image point). A line segment can be described analytically
in a number of forms. However, a convenient equation for describing a set of lines
uses parametric or normal notion [58]:

x cos(θ) + z sin(θ) = r (4.3.5)

where r is the distance from the origin to the line along a vector perpendicular
to the line. θ is the angle of the perpendicular projection from the origin to the
line measured in radians clockwise from the positive X-axis (see Fig. 4.3.1).
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L

Fig. 4.3.1: Parametric description of a straight line.
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Fig. 4.3.2: Hough transform of a straight line from Fig. 4.3.1.

The range of theta is −π/2 ≤ θ < π/2. The angle of the line itself is θ + π/2,
also measured clockwise with respect to the positive X-axis. The possible plotted
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(r, θ) values defined by each (x, z) map points in the Cartesian image space to
curves (i.e. sinusoids) in the polar Hough parameter space. This point-to-curve
transformation is the HT for straight lines. Resulting peaks in the Hough space
represent a corresponding straight line in the investigated image [58].

The points (x, z) representing the line in Fig. 4.3.1 are transformed in Hough
space into the number of sinusoids shown in Fig. 4.3.2. As can be seen, the
maximum of summed sinusoids represents a peak at (rL, θL) position corresponding
to the line in (X,Z) space. The longer the lines are, the higher the peaks will be.
Lower peaks are considered to be shorter lines and thus are not interesting for our
purpose, because we are looking for long and straight walls.

The main idea of this section is to use the assumed information about the
wall directions, which would considerably reduce falsely detected lines. Almost all
buildings have all walls parallel, or perpendicular to the main outer walls. This
means, that almost all of the walls are perpendicular or parallel to each other in
one building. The radar scan is done alongside the one (or more) outer wall(s), as
it is shown in Fig. 4.3.3 a). Therefore, there is a high probability that peaks in
Hough space representing the scanned walls would be approximately at positions
where the wall angle is equal to:

θw = 0 and ± π

2
. (4.3.6)

as it is shown in Fig. 4.3.3 b).
The easiest way to reduce all of the lines that are not perpendicular, or in

parallel with the wall along which the scan is done, is to clear all points in Hough
space, that are not close to the θw. For that purpose, sharp window functions with
peaks at θw are used. The final window function WH is made up from Hanning
window functions as it is shown in Fig. 4.3.4. The investigated walls from image
IHT in Hough space are then raised up from noise and clutters by window function
WH :

IWHT (r, θ) = IHT (r, θ)WH(r, θ). (4.3.7)

The peaks found in Hough space are then transformed by the Inverse Hough
Transform (IHT) back to the (X,Z) space as a certain number of straight lines:

IF (xT , zT ) = IHT (IWHT (r, θ)). (4.3.8)

These lines could be drawn over the original image, so the wall would be found
much more easy.

The sequence of processing steps from SAR scanning to obtain the final image
with the detected building contours is shown in Fig. 4.3.5.
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Fig. 4.3.3: Hough transform of the building contours. a) The building contours
scanned from outside. b) The peaks in Hough space of the scanned image.

4.3.3 Measurements Results

For testing of the proposed algorithm, the M-sequence UWB radar system [43,
116,118] with frequency band DC − 2.25 GHz was used. The next scenarios were
measured for project RADIOTECT in Stockholm Rescue Center in Sweeden.

The wooden building shown in Fig. 4.3.6 was scanned from three sides
(Fig. 4.3.7 a)). A bistatic model and the horn antennas with frequency band
0.3− 3 GHz were used.

Interpolation with oversampling factor KO = 10 described in Section 2.4.1
was performed. The next preprocessing steps such as shifting to time zero (Sec-
tion 2.4.2), crosstalk removing (Section 2.4.3), and deconvolution by radar impulse
response (Section 2.4.4) were processed. 2D SAR migration in time domain de-
scribed in Section 2.5.2 with precise TOA through-wall computation described in
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2D SAR migration

Wall and antennas compensation
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Image edges detection

Hough Transform

Filtering in Hough space

Inverse Hough Transform

Imaging detected building contours

Fig. 4.3.5: Processing steps for imaging of building contours.

Section 4.1, antenna beam compensation (4.1.16), and attenuation losses compen-
sation (Section 4.3.1) were computed for all the scans.

The migrated images from three scans were merged together (Fig. 4.3.7 b))
and edges were detected (Fig. 4.3.7 c)). The HT was applied (Fig. 4.3.8 a)) and
the peaks in positions close to θw were filtered with a sharp window function WH

(Fig. 4.3.8 b)). The lines that represent the building walls were drawn over the
migrated image after the IHT was performed (Fig. 4.3.8 c)).
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Fig. 4.3.6: Photos of scanned building. Stockholm Rescue Center - Sweeden.

It is obvious that the migrated image (Fig. 4.3.7 b)) without additional image
processing is very hard to interpret. The detected walls drawn in red (Fig. 4.3.8 c))
help to highlight the contours of the scanned building.
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from three scans. c) The edges detected in the image b) by Canny detector.



4.3 Highlighting of a Building Contours 75

X

Z

b)

a)

c)

FILTERING IN

HOUGH SPACE

INVERSE

HOUGH

TRANSFORM

Filtered peaks in Hough space

Highlighted walls of scanned building

Detected edges in Hough space

r

r

0

0

0

0

-1

-1

1

1

[ ]rad

[ ]rad

HOUGH

TRANSFORM

2

�

2

�

2

�

�

2

�

�

Fig. 4.3.8: Steps of highlighting the building walls in the scanned image, part 2. a)
The Hough Transform performed on the detected edges. b) The peaks in Hough
space filtered by a sharp window function. c) The highlighted walls drawn over
the scanned image obtained by Inverse Hough Transform.
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4.4 Measurements of the Practical Scenarios

4.4.1 Comparison of Basic Imaging Methods

As we have shown in Section 2.5 there is vast amount of methods that could
transform measured SAR data back to the measured scenario. In this section
we will show the results of several migration methods on the same measurement
scenario, as we published in [137]. Three basic inversion methods will be compared:
Kirchhoff migration (Section 2.5.5), Stolt migration (Section 2.5.6) also called f-k
migration, and SAR imaging (Section 2.5.2) with simple geometrical approach.

In order to evaluate the imaging methods and compare their results, we intro-
duced two parameters: the Signal to Clutter Ratio (SCR), which is defined as the
ratio of energy between the estimated regions of the objects and the clutter regions
close to the object. The second parameter is the Relative Positioning Error (RPE),
which is defined as the ratio between the error in the object position estimation
and the object real position. A good reconstruction method should have a large
SCR and a small RPE. The computational complexities of imaging methods are
also compared.

The measurements were done with the 9 GHz M-sequence UWB radar system
[43,116,118] described in Section 2.1.3. The measurements were done in Electronic
Measurement Research Lab, TU Ilmenau, Germany. Bistatic model with double-
ridged horn vertical assembled antennas shown in Fig. 4.4.1 was used. The same
scenario as to prove the precise through-wall TOA estimation in Section 4.1.7 was
used. However, the metal plate behind the wall is clearly visible (Fig. 4.1.11)

Antennas movement

2 m

0.5 m

1 m

0.2 m

4 m

5 m

1 m

Room

Aquarium filled

with water

X

Z

0.5 m

�rw= 4

Fig. 4.4.1: SAR measurement scenario, aquarium filled with clear watter behind
the wall.
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and most of the imaging methods would provide very similar results. Therefore, a
smaller and worse scatterer for electromagnetic waves was used. We have chosen
the aquarium filled with clear water placed behind the wall to compare the imaging
capabilities. The simplified sketch of the measurement scenario is shown in Fig.
4.4.1. The photos from the measurements are shown in Fig. 4.4.2.

a) b)

Fig. 4.4.2: SAR measurement. a) Radar system in front of the wall. b) Aquarium
filled with water behind the wall.

The vertical antenna system was moved in parallel to the wall at distance 50
cm from the wall. The aquarium was placed behind the wall in the middle of the
moving path of the system and 1 m far from the wall. The aquarium has size
50× 30× 30 cm and is placed on wooden console.

In SAR imaging and Kirchhoff migration the estimation of travel time through
the wall described in Section 4.1 was used. However, in Stolt migration, the imple-
mentation of this method is not possible. Therefore, the simple wall compensation
method described in Section 2.5.3 was used.

The results from SAR imaging, Kirchhoff migration, and Stolt migration with
and without wall compensation are shown in Fig. 4.4.3. The cross-range results of
migrations with wall compensation are shown in Fig. 4.4.4. Even if the aquarium
filled with clear watter is a weak scatterer in comparison with a metal plate it
is visible after all migrations as well as the rear wall. However, the aquarium
is most clearly visible after the SAR imaging and Kirchhoff migration. After
Stolt migration the aquarium is visible only weakly. The SAR imaging and the
Kirchhoff migration with precise wall compensation show objects very closely to
the real positions. The aquarium is shown shifted only about 2 cm away from its
real position. Stolt migration with simple wall compensation shows aquarium 3
cm away from its real position. However, because the principle of compensation
method, also the front wall is shifted, but to a wrong position, approx. 20 cm
forward comparison to its real position. Migration without wall compensation
shifts objects behind the wall approx. 20 cm away (in Z direction) from their real
positions. The RTE and SCR of aquarium for all migrations are shown in Table
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Fig. 4.4.3: Aquarium filled with clear water. a) SAR Imaging without wall com-
pensation. b) SAR Imaging with wall compensation. c) Kirchhoff Migration with-
out wall compensation. d) Kirchhoff Migration with wall compensation. e) Stolt
Migration without wall compensation. f) Stolt Migration with wall compensation.
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4.5. SCR for SAR imaging and Kirchhoff migration are very similar and close to

Table 4.5: SCR, and RPE of Aquarium for considered migrations.

Methods
No wall compensation With wall compensation

RPE SCR RPE SCR

SAR imaging 10.59 % 5.00 1.18 % 4.74

Kirchhoff Migration 10.59 % 5.19 1.18 % 4.78

Stolt Migration 10.00 % 3.99 1.77 % 4.26

the 5. The values of the SCR depend on the regions in which they are calculated.
However, it can be seen that the rear wall is better visible after SAR imaging.
Even if the Kirchhoff migration gives a slightly better SCR, it seems to produce a
bit more noise in clutter regions. However, this is strongly subjective.

Computational time required for migration of the shown scenario with image
resolution Nx×Nz = 201×501 and number of scans N = 200 is shown in table 4.6.
Migrations were computed in MATLAB on PC with 2.33 GHz Intel processor. SAR
imaging and Kirchhoff migration are the slowest methods, while the Stolt migration
is the fastest. It is faster even than the fast back projection described in Section
2.5.12, however it provides the worst results. It can be seen that implementation of
the wall compensation into the migrations do not extent computational time more
than about 65 %. Note that methods were not optimalized for fast computations
and they were computed in MATLAB. Implementation of the methods on special
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Table 4.6: Computational time and complexity for considered migrations. Note
that for Stolt migration only a simple wall compensation (Section 2.5.3) was im-
plemented.

Methods
Computational No wall With wall

complexity compensation compensation

SAR imaging OSAR(NxNzN) 530.1 s 856.7 s

Kirchhoff Migration OKir(NxNzN) 539.4 s 871.6 s

Stolt Migration OSto(NxNzlog2N) 3.69 s 3.69 s

hardware would significantly minimize the computational time. Moreover, such
high image resolution should not be required for most of the practical applications.

SAR imaging is geometrically based whereas Kirchhoff and Stolt migrations
are based on wave equations and should provide better results from theoretical
point of view. From measured results it can be seen, that SAR imaging and
Kirchhoff migration provides almost identical results. Note that the methods were
tested only on one scenario. It is possible to expect different results from another
scenarios.

4.4.2 Imaging of the Objects Behind a Brick Wall

In this section the several objects behind 20 cm brick wall with relative permit-
tivity approx. 4 were scanned with UWB radar system and then processed. The
measurements were done in Electronic Measurement Research Lab, TU Ilmenau,
Germany. Attention is paid to show which kind of objects behind the brick wall can
be imaged with UWB radar. A correctly chosen method to interpret the migrated
images will be also discussed.

The same measurement environment as for comparison of basic migrations
shown in Fig. 4.4.1 were chosen for testing. Six objects were scanned through
the wall: 30 cm × 30 cm × 50 cm aquarium filled with clean water, a wooden
cupboard 160 cm × 92 cm × 42 cm with glassy doors and small metallic handles
scanned from two sides, an iron fire extinguisher 14 cm in diameter with a height
of 55 cm, two metallic boxes one on the top of the other, a metallic sheet 100 cm
× 50 cm, and a sphere of 20 cm in diameter covered with aluminum foil.

The SAR imaging with precise TOA estimation described in Section 4.1 was
computed after the all preprocessing steps described in Section 2.4 were under-
taken. The antenna beam was also compensated according to the equation (4.1.16)
during migration. The results from measurements are shown in Appendix A.

There are many ways how to interpret migrated images. All the objects are
imaged by five different ways in order to point out how the migrated images can
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differ depending on the chosen interpretation method. Subfigure a) e.g. Fig.
A.0.1 a) shows the photo of object behind the wall. Subfigure b) e.g. Fig. A.0.1
b) shows 1D cross-range plot mostly at position X = 1 m what corresponds to the
object position and X = 0.3 m what corresponds to the position where object is
absent. Subfigure c) e.g. Fig. A.0.1 c) shows 2D image of the scanned environment
including the target, the front and the rear wall. After migration the image consists
from positive and negative values. Dividing values into the both positive and
negative do not have any physical interpretation in image. Therefore, an absolute
value from Hilbert transform is imaged here in order to be closer to the ”energy”
representation. Subfigure d) e.g. Fig. A.0.1 d) shows the same 2D image as in c).
However, only a zoomed region where the object occurs is imaged. The colormap
is also changed in order to enhance the target visibility. Subfigure e) e.g. Fig.
A.0.1 e) shows 3D image of scanned environment including the target, the front
and the rear wall. The third dimension represents the ”magnitude” of the image.
Both, the positive and the negative values are imaged. Colormap differs from the
one used in subfigures c). Subfigure f) e.g. Fig. A.0.1 f) shows the same 3D image
as in c). However, only a zoomed region where the object occurs is imaged. Such
representation helps to concentrate on the object especially when the front wall
dominates in the migrated image.

From the Figures in Appendix A it can be seen that the most visible objects
behind the brick wall are the metallic ones with the flat surface placed in parallel
with the scanning direction. The metallic fire extinguisher with rounded surface
is also clearly visible. However, a small sphere covered with aluminum foil with
diameter only 20 cm is almost invisible behind a such wall. Subfigures A.0.7
b), d), and f) can help to find the position of the sphere. Even if the wooden
cupboard is the biggest object that was scanned, the wood and glass are not
a good reflectors for electromagnetic waves at such frequencies. Therefore, the
magnitudes of cupboard in both directions are similar with much smaller objects
but the metallic ones, sometimes even smaller. A clear watter is not the best
conductor for direct current, however even the small aquarium filled with clear
watter is a good reflector for electromagnetic waves at the used frequencies. The
dimensions of the objects in scanning - X direction can be estimated with relatively
good precision. However, dimensions of the objects in looking - Z direction can be
estimated very difficultly from the migrated images. It is because of a most of the
energy reflected from the front surface of the object and only hardly penetrate into
the object, reflect from the rear surface and penetrate back to the receive antenna
through the object and the wall. Such handicap can be eliminated by scanning of
the objects from at least two sides.

Based on the previous analysis, the most of the objects in the room could
be imaged with the UWB radar device through the brick wall. The methods for
image representation should be chosen according to the scanned objects and also
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according to the required application. The 2D view is suitable image representation
method for most of the objects. For weakly reflecting objects 1D view, or zoomed
2D or 3D view provide a good solution. 3D view with rotation and zooming option
could provide the best solution when it would be possible to implement it in radar
device with relatively simple controlling.

4.4.3 Imaging of the Object Behind a Concrete Wall

The results from scanning of the metal cabinet behind the 60 cm thick concrete
wall are shown in this section. The relative permittivity of the wall was approx.
εrw = 7.7 and wall conductivity approx. σw = 33.2 mS/m. The metal cabinet
has dimension approx. 60 × 40 × 50 cm. The measurement was provided by the
International Research Centre for Telecommunications and Radar, Delft University
of Technology in the Netherlands with M-sequence UWB radar described in Section
2.1.3. Bistatic radar with horn antennas and clock frequency fc = 4.5GHz was
used. The measurement scenario can be seen in Fig. B.0.1 a). The object behind
the wall was scanned by 4 m horizontal antennas movement.

The SAR imaging with precise TOA estimation described in Section 4.1 was
computed after the all preprocessing steps described in Section 2.4 were under-
taken. The antenna beam was also compensated according to the equation (4.1.16)
during migration. The results from measurements are shown in Appendix B.

2D view of migrated image is shown in Fig. B.0.1 b). Here, the whole measure-
ment scenario including the front wall and the metal cabinet is figured. In order
to focus on the scanned object the zoom in Z direction from Z = 0.8 m - 4 m is
shown in Fig. B.0.1 c). In this case only the metal cabinet without front wall is
visible.

It can be seen that the metallic objets could be imaged with UWB radar even
behind the 60 cm concrete wall if the appropriate colormap is chosen.

4.4.4 Imaging of the Object Behind a Wooden Door

The results from scanning of the metal cabinet behind the wooden door are shown
in this section. The measurement was provided by the International Research
Centre for Telecommunications and Radar, Delft University of Technology in the
Netherlands with M-sequence UWB radar described in Section 2.1.3. Bistatic
radar with horn antennas and clock frequency fc = 4.5GHz was used. The mea-
surement scenario can be seen in Fig. C.0.1 a). The object behind the door was
scanned by the 1.5 m vertical antennas movement.

The SAR imaging without the wall compensation was computed after the all
preprocessing steps described in Section 2.4 were undertaken. The antenna beam
was also compensated according to the equation (4.1.16) during migration. The
results from measurements are shown in Appendix C.
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2D view of migrated image is shown in Fig. C.0.1 b). Here, the empty room
without metal cabinet behind the door is figured. In order to compare the signals
strength between reflections from door and from metal cabinet behind the door the
complete scenario with object behind the door with the same colormap is shown
in Fig. C.0.1 c).

It can be seen that most of the energy penetrate through the wall and reflect
back from the metal cabinet. There are many situations where an entrance door are
barricaded by a metallic furniture. UWB radar device could helps us to investigate
if the door are barricaded before entering a hazardous environment.
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Chapter 5

Original Contributions of
Dissertation

The thesis was concentrated on imaging of the objects through the opaque wall
with UWB radar device. The thesis represents the compact publication and could
provide a good basis for studying new techniques in this topic. Extensive state of
the art provides an overview of all calibration, preprocessing and processing steps
required for through-wall imaging. The detailed review of known migrations that
could be used for through-wall imaging presented in state of the art could be a
good starting point for all researchers in such new topic as through-wall imaging
is. The aim of the thesis was to develop a new methods or improvements in signal
processing techniques that are carried out between the receiver part and the visual
display unit. According to the author’s best knowledge, the original contributions
of the presented thesis could be summarized as follows:

• Development of the new, effective, and precise method for estimation of
TOA through the wall that is required for precise migration, with small
computation complexity, that can be used for practical applications.

• Development of the new, fast, precise, and easy to handle measurement
method for estimation the wall parameters required for precise TOA through-
wall estimation. Because of its very low computational requirements it can
be used in realtime for practical applications.

• Development of the image processing method for highlighting the building
contours in order to enhance the wall visibility of a building scanned from
outside.

• Performance analysis of the developed methods on real measurements based
on practical scenarios in comparison with conventional methods. The limita-
tions of the present through-wall imaging methods based on practical mea-
surements were also shown.
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5.1 Conclusion and Future Work

Through-wall imaging is new, but very promising field for rescue and security
applications. Information about current state inside the building in hazardous
environment could save many human lives. In order to obtain more precise infor-
mation about the indoor environment, several improvements in signal processing
techniques are required. It was shown how to improve the results of through-wall
imaging and still preserve realtime processing that can be used in praxis. Even if
similar approaches lead mostly to highly theoretical methods that can be barely
implemented in praxis, we were concentrated on developing of methods, that we
have already implemented for practical scenarios and tested by real measurements.

Imaging of the stationary objects behind the wall is in comparison with de-
tection of moving objects much more problematic. However, the proposed meth-
ods such as the measurements of the wall parameters, or the estimation of TOA
through the wall could be profitably used to enhance a precision for detection,
localization, and tracking of moving objects behind the wall.

There are lots of applications where the imaging of the objects through the
opaque obstacles could be used. It seems that the radar with the electromagnetic
waves penetration is a good way to achieve it. However, all the required techniques
need to be improved in a large scale. We suggest the next steps for future work:

• To include the multilayer model approach for the measurements of the wall
parameters. This would provide thickness, permittivity and conductivity for
every layer of the wall such as plaster, air cavity, glass-wall, etc.

• To include the multilayer model of the wall into the precise TOA estimation.

• Compensation of the antenna angle beam should take into account that the
antenna weight function is dependent also on frequencies. Especially at the
low frequencies the antenna has significantly different weight function.

• The migration that takes into account multiple reflections between objects
and diffraction should be investigated.

Because the topic is relatively new, there are a lot of opportunities. All the
signal processing steps including calibration, preprocessing, migration, and image
representation as well as the radar hardware itself have great abilities for future
improvements. It can be expected that more sophisticated methods with much
larger computational requirements would be investigated in the future. They will
require more powerful hardware that is available now. However, keep in mind that
the future is closer than you think.
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Appendix A

Imaging of the Objects Behind
20 cm Brick Wall
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Fig. A.0.1: SAR imaging of the aquarium filled with a clear water. a) Photo. b)
1D view, Cross-range X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed 2D view.
e) 3D view. f) Zoomed 3D view.
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Fig. A.0.2: SAR imaging of the wooden cupboard perpendicular to the wall. a)
Photo. b) 1D view, Cross-range X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed
2D view. e) 3D view. f) Zoomed 3D view.
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Fig. A.0.3: SAR imaging of the wooden cupboard in parallel to the wall. a) Photo.
b) 1D view, Cross-range X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed 2D
view. e) 3D view. f) Zoomed 3D view.
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Cross-range X = 0.95 m and X = 0.3 m. c) 2D view. d) Zoomed 2D view. e) 3D
view. f) Zoomed 3D view.
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Fig. A.0.5: SAR imaging of the metallic boxes. a) Photo. b) 1D view, Cross-range
X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed 2D view. e) 3D view. f) Zoomed
3D view.
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Fig. A.0.6: SAR imaging of the metallic sheet. a) Photo. b) 1D view, Cross-range
X = 1 m and X = 0.3 m. c) 2D view. d) Zoomed 2D view. e) 3D view. f) Zoomed
3D view.
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Fig. A.0.7: SAR imaging of the metallic sphere. a) Photo. b) 1D view, Cross-range
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Appendix B

Imaging of the Object Behind
60 cm Concrete Wall
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Appendix C

Imaging of the Object Behind a
Wooden Door
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