ATMOSPHERIC INTERACTIONS DURING GLOBAL DEPOSITION OF
CHICXULUB IMPACT EJECTA

by

Tamara Joan Goldin

A Dissertation Submitted to the Faculty of the
DEPARTMENT OF GEOSCIENCES

In Partial Fulfillment of the Requirements
For the Degree of

DOCTOR OF PHILOSOPHY

In the Graduate College

THE UNIVERSITY OF ARIZONA

2008



THE UNIVERSITY OF ARIZONA
GRADUATE COLLEGE

As members of the Dissertation Committee, we certify that we have redidsketation
prepared by Tamara Goldin

entitled Atmospheric Interactions during Global Deposition of Chicxulub Impact&]
and recommend that it be accepted as fulfilling the dissertation requirtamée

Degree of Doctor of Philosophy

Date: 11/18/08

H. Jay Melosh

Date: 11/18/08

Clement G. Chase

Date: 11/18/08

Randall M. Richardson

Date: 11/18/08

Elisabetta Pierazzo

Final approval and acceptance of this dissertation is contingent upon the candidate’s
submission of the final copies of the dissertation to the Graduate College.

| hereby certify that | have read this dissertation prepared under ecyioir and recom-
mend that it be accepted as fulfilling the dissertation requirement.

Date: 11/18/08

Dissertation Director: H. Jay Melosh



STATEMENT BY AUTHOR

This dissertation has been submitted in partial fulfillment of requirements fmt-a
vanced degree at the University of Arizona and is deposited in the UniverseyyLibr
be made available to borrowers under rules of the Library.

Brief quotations from this dissertation are allowable without special pgonjgprovided

that accurate acknowledgment of source is made. Requests for permissidarfdeex
guotation from or reproduction of this manuscript in whole or in part may be granted by
the head of the major department or the Dean of the Graduate College when in his or he
judgment the proposed use of the material is in the interests of scholarshipotheral
instances, however, permission must be obtained from the author.

SIGNED: Tamara J. Goldin



ACKNOWLEDGEMENTS

Although the last few months of my graduate studies have fethigmad to being
trapped alone in a cave with only a laptop, a stack of referenndsa really bad
FORTRAN-induced headache, completing this dissertation was notarigotirudge to
the finish line. Most of the journey was more like the Wizar@nfwhere Dorothy is a
geologist swept away into an unknown land of computer modeling and thexciretion
physics and where the yellow brick road is iridium-enrichedk d little too hot for tin
men in Tucson, but many people along my road helped me to coniptefedject and
preserve my sanity even when the wicked witch of debugging came a knocking.

First and foremost, | would like to thank Jay Melosh, who served asnhomy
advisor, mentor and teacher, but also as my close collaborator for ghticis project.
We spent many hours discussing how to most efficiently fry diumestn a crisp and
conspiring in other forms of geologic violence. | was at times worried that tiragritty
of this project was way out of my league, but somehow Jay siedee converting me
into a marginally-decent computer programmer and preventingrone throwing the
computer out the window when nothing was working and | had no clue howito For
a modeler with an unfortunate lack of fieldwork in exotic placesrd spent a lot of time
off in exotic places and | thank Jay for those opportunities. bicpkar | am very grate-
ful that | got to tag along with Jay for a year of “sabbatizalGermany. Jay also made
sure that | never went too long without seeing an actual ingoater. My impact studies
took me to the Mexican waters over Chicxulub, the Vredefort Dom& swding Crater
in South Africa, the Lockne structure in Sweden, the Charlevoix steugtu@uebec, the
Sierra Madera and Odessa craters in western Texas, Delbatand Crooked Creek in
Missouri, Meteor Crater in Arizona, the Ries Crater in Gegnand the K-Pg boundary
in all its extraterrestrial glory.

A big chocolate scoop of thanks to:

-Gareth Collins and Kai Winnemann who taught me the ropes of hydrouadiging,
guided me through my first two years, and continue to assist me in cratering f

-Betty Pierazzo, Gordon “Oz” Osinski, Gwen Barnes, Abby Sheffien, Richardson,
Zibi Turtle, Diana Smith, Lissa Ong, and the other impact fasmatlto passed through
the Meloshian universe at one time or another.

-Committee members past and present, Clem Chase, Randy Richd3d#y Pierazzo,
Adam Showman, and Roy Johnson for keeping me on track and reading my thesis

-David Rubie and the folks at the Bayerisches Geoinstitut in Bayreuth fondnosg

-The fellow survivors of the 2005 Chicxulub Seismic Experiment (hadRf/V Maurice
Ewing for not sinking despite getting a little dinged up...)

-Nancye Dawers and the Tulane geology department for providing a guedgtion

-Daniel Horton for sharing rocks, stories, and the world with me for all trezss y

-The lil’ rascals of Mabel St & Norton St and those who kepttlasic going even when
| lost the beat

-Mom, Dad, Daniel, Micki, NOLA, the A’s, and all that jazz

-The element iridium, without which | would not be writing this thesis at all




DEDICATION

To the Old Bearr,
STANLEY VAL GOLDIN,
master of clever solutions to curious problems,
raked leaves, the weather, blueprints, and latkes

who taught me that the Earth is a jungle waiting to be explored.



TABLE OF CONTENTS

LIST OF FIGURES ... .ottt e e e e e e e e e e e e e e s s sttt et e eeeeeaeaaeaaaeaaaasssnnnnnes 9
LIST OF TABLES ...t et e e e e e e e aaaeaaeaeeseeaannanes 16
F Y = 1S3 ¥ AN O USSP 17
CHAPTER 1: INTRODUCTION ...ciiiiiiiiiiiieieeeeee ettt eeeee e e e e e e e eaeaaaaaaannnnnnes 19
CHAPTER 2: THE GLOBAL K-PG BOUNDARY LAYER: FROM IMPACT TO
ENVIRONMENTAL CATASTROPHE ......coiiiiiiiiiitiie ettt 27
2.1 Evidence for Impact at the K-Pg Boundary ..............uuuuuiiiiiiiiiiiieeeeieeeeeeeeiiiiiee 27
2.2 The Global K-Pg Boundary Ejecta Layer........ccccceeviiiiiieeeiieiiieeeeeeiiieee e 31
2.2.1 GEOCNEMISIIY ... et e e e e e e e e e s 33
2.2.2 Impact Spherules........ccovvii i e e, 34
2. 2.3 SPINEL. .. e 39
2.2.4 Shocked MINEralS. .......ccovie i e e e e eaee e 40
2.3 Emplacement of Global Chicxulub Ejecta..........ccoooviiiiiiiiiiiiiiiicee 42
2.3.1 Cratering Theory... . .42
2.4 Mass Extinction and Envwonmental Perturbatlons at the end of the Cretaceous
.................................................................................................................................. a7
2. 4 2 Sulfate Aerosols ................................................................ 55
2. 4.3 Water INJECHON. ...ttt e e e e e e 57
A o o I - o P o 1 o
2.45 CQENNANCEMENT. ...t e e e e e 59
L | = PPN 10
P I |V (o 1117 11 0] o TR 61
CHAPTER 3: THE KFIX-LPL TWO-FLUID HYDRODYNAMICS CODE................. 62
K 00 I [ 110 [0 Tod 1 o o 62
3.2 The Original K-FIX COUE .....cccoiiiiiiieeiieet e 65
3.3 Modifications iN KFIDX-LPL .....ccooiiiiiiieceeeeeees e 68
3.3.1 The Gas Phase (AIr) ...t e e e 69
3.3.2 The Liquid Phase (EJecta)..........c.ccovviiiiiiiiiiiiii i e e evmeeen, 74
3.3.3 Particle INJection.........c.covieiiiii i e eeeenn 1O
3.3.4 Drag CoeffiCient........ccoiii e 77

3.3 5 Heat Transfer.......coviiiiii i i e 19
3.3.6 Thermal Radiation............ccoiiviiiiiiii i i eenen. 80
3.3.7 Other PractiCalitieS. .. ....ccoi i e e e e e 82
R 0 1o [N /=1 T F= 1 1o o 83



TABLE OF CONTENTS Continued

3.4.1 Stokes Flow in Air.. PP o o
3.4.2 Equilibrium Pressure Drstrrbutron .......................................... 84
CHAPTER 4: THE CHICXULUB EJECTA MODEL .....cccccuiiiiiiiiiiiiiiiiieee e 87
v/t g (oo 18 ox 1 o] o PP PPPUUPPPPPP 87
v AV [o o [ IR T =] (1 o PSRRI 88
4.3 MOAEI RESUIES ... e e e e e e e e e e 89
4.4 Ejecta Distribution: Patchy or CONtINUOUS?.........uueuiiiiiieeeieeeeeeeeeeeeeeivis 98
4.5 The Shocked QUArZ ENIQMAa .......uuiiiiiieieeeeeeceeceeeeeetisss s e e e e e e e e e e e eeeeeeennnnne 104
4.6 CONCIUSIONS ... ettt e e e e e e e e e e e e e aeeeeeesnnnees 105
CHAPTER 5: VERTICAL DENSITY CURRENTS: IMPLICATIONS FOR
SEDIMENTATION AT THE K-PG BOUNDARY ..ottt 107
S0 R [ 10T U Tod 1 o] o PSR RSPPPPP 107
5.2 Analytical Criteria for an Incompressible Fluid ..............cccccooiiiiiiiiiccceen, 109
5.3 Numerical Modeling of the Carey EXperiments ...........ccccoeeeeeiviieeeiiiivininnnnnnn. 112
5.4 Numerical Modeling of Chicxulub Ejecta Deposition............cccccevvvvvvvvvinennnn. 121
5.5 DISCUSSION ....vtttttiiieee e e e e e e e e e e et e eeeeeettbaa s s s e e e e e e e e e e eeeeeeeesbsata e e e e e e eaeeeeaeeeeeesnnnnes 127
5.6 CONCIUSION ... e e e e e e e e e e e e e e e s s s 136
CHAPTER 6: SELF-SHIELDING OF THERMAL RADIATION BY CHICXUUB
IMPACT EJECTA: FIRESTORM OR FIZZLE? ..ccuvvviiiiiiiieeeeee et 138
LG I [ a1 o T U Tod 1 0] o FN PP PPPOPPP 138
6.2 NUMETICAl MOUEBIING ...eviiiiiiiie e 141
6.3 MOAEl RESUILS ...t 144
6.4 The Self-Shielding EffECt ... 152
6.5 Self-Shielding: Global Wildfire SUppressant?........ccccceeeeeeeveeeeevveiiiiceee e 153
6.6 Fine Dust: Banking for a FireStOrmM? ........coouuiiiiiiiiiieieee e 155
6.7 The Thermal-Sheltering HYypOthesSiS ..........uuciiiiiiiiiicc e 158
6.8 CONCIUSIONS ...t ettt s e e e e e e e e e e e e aeeeeeenenees 159
CHAPTER 7: THERMAL RADIATION FROM THE ATMOSPHERIC REENTROF
IMP ACT EIECT A ittt e bbbt et e e e e e e e e e e e e e e e e anaaas 161
4% R [ 0T ¥ Tod 1 o] o PRSP 161
7.2 Thermal Radiation Theory and Numerical Approach ..........ccccevvvvvvciiieenennnn. 165
7.2.1 Thermal Radiation Model..................ooi i ene ... 168
431 o o 1= 11 s o TSR 171
7.4 Model Results from Ejecta Reentry SCeNarios ........ccccceeeeeiiiieeeeiiiiiiiiiiiinneenn 174
7.4.1 Time to Peak Flux.. PP 4 o
7.4.2 Duration of Spherule Reentry ............................................... 179

7.4.3 Total Spherule Mass...........coeeieeieiie i i e e e es e 181



TABLE OF CONTENTS Continued

T7.4.4 SPhErule SIZe......oovii i e 183
745 REeNtry ANGIe. ... ..o 186
7.4.6 Reentry Velocity... PP It o=
7.5 The Role of Opacity in Surface Irradlance ...................................................... 194
7.5.1 ADSOIPLION DY Al ..ot e e e e e e e 196
7.5.2 Absorption by Spherules...... ..o 201
7.5.3 Thermal Radiation Transfer through the Atmospheric Column........ 203
7.6 CONCIUSIONS ...ttt e et et e e et e e e e e e e e e e e e aaeeeeeennnnees 206
CHAPTER 8: CONCLUSIONS AND FUTURE WORK ..ot 210
8.1 Ejecta Sedimentation MeChanICS .............uuuiiiiiiiiii e 210
8.2 Environmental EffeCtS ......cooiiiiiiiiiiii e 212
8.3 FULUIE DIFECHIONS ...ttt e e e e e e e e e e e e e ae s 213
8.3.1 Chicxulub.. P2 I
8.3.2 Impacts on Earth and Beyond ................................................ 215
8.3.3 Multiphase GeologiC FIOWS..........cciiiiiii e e, 215
APPENDIX A: TURBULENT INSTABILITY CRITERION FOR AN
INCOMPRESSIBLE FLUID .....cciiiiiiiiiiiiiii ittt 217
APPENDIX B: INSTABILITY CRITERIA FOR A COMPRESSIBLE EUID .......... 221

APPENDIX C: THERMAL RADIATION ADDITIONS TO THE KFIX TWO+LUID
HYDRODYNAMIC MODEL ...ttt 230

APPENDIX D: RESOLUTION AND CONVERGENCE TESTS FOR THE THHERL
RADIATION CALCULATION IN KFIX-LPL ..o 241

REFERENCES ... 247



LIST OF FIGURES

Figure 1. The K-Pg boundary interval at Agost, Spain. The Late Cretaceossane

filled with fossils such as the large foraminifera in the shadede. This is

overlain by the 3-mm thick altered ejecta layer containingroRrystites which

defines the K-Pg boundary. Above the ejecta layer is the boundsgryhich is

foraminifera-poor. Image courtesy of Jan SMIt. ........cccooeeiiiiiiiiiiiicec e, 33
Figure 2. The K-Pg boundary distal ejecta layer from the Repabli&eorgia. The

layer is composed primarily of impact spherules (microkry3titdsch have been

diagenetically altered to Goethite. The blue dots indicate 1 intm@ments.

Photo courtesy Of Jan SMIL. .......cccoooeiiiiiii e e e e e e e 35
Figure 3. Backscatter image of an impact spherule (microtey$tom DSDP hole

577. Although largely altered to smectite, the spherule shows gicleétwork

of clinopyroxene crystals in the core. Photo courtesy of Frank Kyte. ........................ 36
Figure 4. Glassy impact spherule (tektite) from the Belodj HePg ejecta locality.

Note the bubble cavity in the center of the spherule and the lackstélttes in

the completely glassy core. Photo courtesy of Jan SMit. ..........cccceeeeeiiiievieeiiviiiiinnn, 38
Figure 5. Geometry of the excavation flow field. The arrows sth@movement of

excavated target rock along streamlines, which cross pressoteurs. Some

streamlines intersect the surface and release ejectalmtidalajectories. This

ejecta forms an expanding ejecta curtain with an inverted corghoiogy. The

impactor and some target rock is vaporized near the point of inpéatnt the

impact plume. From Melosh (1989). .......uuuiiiiiiiiie e e e e aeeaanens 44
Figure 6. Expansion of the impact plume during the early stagas mhpact. (a)

Initially, the vapor flow pattern is complex because the plumensposed of a

mixture of components shocked to different pressures and temperdhré&nce

the impact plume has expanded to several times the projectileteiathe flow

is nearly hemispherical and has accelerated to much higher \=adtian the

ejecta curtain. From Melosh (1989). ........uuuuiiiiiiiiei e e e 45
Figure 7. A typical computational cell of indices (i,j) in K-Fkowing the relative

spatial locations of the variables used in the finite-differerqpeations. The

velocity components for each phase are centered on the top and fight ce

boundaries and Q represents all other variables, which are cwdled. Based

oNn Rivard and TOrrey (L1978). ...uuuu it 67
Figure 8. (a) Temperature and (b) pressure of the Earth's@ieresas a function of
altitude according to U.S. Standard Atmosphere (1976) data. ..........cccceeeeeiiiiiivieiiinnns 72

Figure 9. Dynamic viscosity of air as a function of tempeeatuBlue dots are
Capitelli et al. (2000) data points and the line fit to the dathdasexponential
function used in KFIX-LPL. Air temperatures in the Chicxulub ejecta simulations
ArE <BO00 K. oottt e e et e e e e e e e e e e e e e et e ar e e e e aenra e aaaanes 73



10

LIST OF FIGURES Continued

Figure 10. Vertical velocity of 50 um spherical particleadanction of time in the

middle of a 10x10 fmsquare mesh of 273 K air at sea level. In order to remove

any component of turbulent flow, the drag equation in KFIX includey thrd

viscous term in order to test that KFIX models Stokes flow (2% dor these

INPUL parameters) COMMECHIY. ....oiiiiiiii it e e e e e e e e eees 84
Figure 11. (a) Pressure oscillations and (b) air velocity lagoihs as a function of

time for a 10x10Ax = 1 m) isothermal (273 K) atmosphere with standard gravity.

The amplitude of the oscillation depends on the convergence critdiioh €

red, 1E-6 = orange, 5E-7 = blue). Upward velocities are negative............cccccceeeeeennn.. 85
Figure 12. The relative velocity between phases and the vohlacigoh of spherules

as a function of altitude after 1 minute of Chicxulub spheruéntrg. The

spherules decelerate to their fall velocities at ~70 km itudéj as illustrated by

the increase in spherule concentration at this altitude. ..............ccccoovvviiiiiiccciceeee e, 91
Figure 13. Contour plot showing the macroscopic density /ofrspherules in the

model atmosphere (a) at 5 min and (b) at 10 min. Axes are inékiéosn Note

different CoONtOUT [€QENTAS. ... ..o e 92
Figure 14. Log pressure (dynefyntontours in the model atmosphere (a) at 0 min

(prior to spherule reentry) and (b) at 10 minutes (maximum mass df

spherules). Note the even spacing of contours for the initrdsgthere with an

exponential pressure gradient as compared with the compressed ammosphe

AXES Are IN KIOMETEIS. ....eeiiiiiiiiiii e 93
Figure 15. Contours of log macroscopic air density (§/émthe model atmosphere

(a) at 0 min (prior to spherule reentry) and (b) at 10 minutegigmian spherule

mass flux) showing compression of the atmosphere from the indpanential

pressure gradient as reentry progresses. Axes are in lelemdiote different

(o0] 01 (0T8I g (=T o= o o Ko UU R PPPPRTRPPRRRR 94
Figure 16. (a) Maximum spherule temperature and (b) maximuterajerature in

the model atmosphere as a function of time. Peak particle anemticurs at 600

7T 96
Figure 17. Spherule temperature (K) contour plot (a) after 5 mirflgradter 10 min

showing the presence of hot spherules decelerating through the trppsplaere

and the decrease in peak temperature due to alteration of theatippsphere's

density structure. The band of spherules below 70 km is coolerngréali

unheated atmosphere below. Axes are in kilometers. Note diffecembur

1= 0 = o £ 97
Figure 18. Air temperature (K) contour plots of the model atmosp(@reat 5

minutes and (b) at 10 minutes showing the heating of the upper atmoapbeee

70 km as spherule reentry mass flux increases. The lower atm®spheins

cool regardless of the flux of decelerating spherules above. Aveesna

kilometers. Note different coNtour I€geNdS. .........ueeiiiiiirii i 99



11

LIST OF FIGURES Continued

Figure 19. The Tycho crater on the moon and its bright rays. Licler@disry

PROTO. e e e e e et r b 101
Figure 20. Macroscopic spherule density (g)cafter (a) 2 min, (b) 10 min, (c) 60

min, and (d) 100 min in a model of vertical spherule reentry acrossttualieft

half of the mesh. Axes are in kilometers, resolution is 5 km, efhéihd right

boundaries are periodic. Note different contour legends. ...........cooooviiiiiiiiiiiiiinnennn. 103
Figure 21. Macroscopic tephra density contours from a numericallation of

tephra fall in water for 48-um tephra in a 30 cm x 30 cm tanlarnWgr colors

indicate higher tephra concentrations. The amplitude of the growstapihty

reaches ~3 cm after 60 s (a) when the particle-laden iayetO cm thick. The

instabilities grow to form density currents with typical morpha@egas evident

after 90 s (b). Model resolution is 0.25 cm and this model usesa 3030 cm

mesh representing the top half of Carey's experimental water tank. ..............c.......... 116
Figure 22. Ultrasound image of vertical density current developmea tephra fall

experiment. The experiment number and time of shown ultrasound diranmet

specified. From Carey (L1997). ..uuuuuuiiiiieie ettt 117
Figure 23. Maximum velocity of tephra particles as a functibtime for 48 pum

tephra (squares) and 26 um tephra (triangles). The particliedlyirfall through

the water tank at their Stokes velocities, but acceleratewinly the onset of

113 = o] 1 /SRR 118
Figure 24. Macroscopic tephra density contours from a numerical atiorulof

tephra fall in water for 26-um tephra in a 30 cm x 30 cm tanlarnWr colors

indicate higher tephra concentrations. The particle layer bexcamstable after

only 15 s (a) when the particle-laden layer is ~1 cm thick (@tedt by density

variations observed across the base of the layer that are yotefslved at this

resolution) and the instability reaches 3 cm in amplitude aftes 39. Model

FESOIULION IS 0.25 CIM. .ottt e e e e e e e n e 119
Figure 25. Density current onset and propagation in a simulationverage

Chicxulub ejecta reentry at 45 degrees into a 150 km high and 10 km wide slice of

atmosphere, as shown in contour plots of macroscopic spherule densit) (g/c

after (a) 30 minutes, (b) 35 minutes, and (c) 55 minutes. Model resoiat250

m. Models employing wider meshes (<50 km) at this resolution sowar

instability onset, but were not run to the fully development of plumes.................... 124
Figure 26. The time of instability onset for a series of 250 gpmerule reentry

simulations at 45° where the spherule mass flux to the top of thesptiere is

constant throughout the duration of the simulation. Time of onset is defined by an

instability amplitude of ~1 km. Simulations use 250 m (4 cells/casgtitude)

resolution with the exception of one (triangle), which uses 500 oel{&onset

=10 0] ] 11 (80 [ ) PSP 126



12

LIST OF FIGURES Continued

Figure 27. Comparison of instability onset in KFIX-LPL models rfbads) and

Carey tephra-fall experiments (stars) for various tephaa vath the analytical

criterion for the onset of turbulent instability. The solid linpresents B=1 and

the dotted line represents B=5. Note that models agree withireepés and

neither models nor experiments become unstable at B<1, as expectethé

criterion. Horizontal error bars on experiment data points showathge of

particle sizes used in the experiments. Onset of instakslidgfined as the time

at which a growing instability reaches 3 cm in amplitude. ............cccooeeiiiiiiiiiiiiiiinnnens 128
Figure 28. Drag coefficien€p, Reynolds numbeRe and Mach numbeM, as a

function of altitude after 1 minute of Chicxulub spherule reentrystiliting the

behavior of the drag coefficient in the region below ~70 km in altitvidere the

spherules accumulate after decelerating to their terminal velocities................ 135
Figure 29. Mass flux of spherules per unit area injected intdojmeof the model

atmosphere. Our nominal Chicxulub model assumes spherule reemtsryplas

minutes and peaks after 10 minutes, depositing a total spherule magy dé

0.5 G/, ettt ettt ettt ettt en s 145
Figure 30. Thermal radiation flux at the ground (a) and to spacas(h)function of

time for the nominal Chicxulub model where the atmosphere containsadgsor

greenhouse gases (black) and where the atmosphere has no absgriiteogds

phase (red). The dotted line represents the maximum solaaircadat the top of

the atmosphere (~1.4 kWHn this value is variable at the ground depending on

atmospheric absorption, etc. (average ~0.7 k¥)/rdpward fluxes are negative...148
Figure 31. The average thermal radiation flux per unit areaghou the height of

the model atmosphere for the nominal Chicxulub ejecta reentry navda) 5

minutes and (c) 10 minutes, which is the time of peak mass fluxtivReoslues

denote downward fluxes and negative values denote upward fluxes. Thgeavera

mean free path throughout the height of the model atmosphere &an{lnutes

AN (d) 10 MUNUEES. ..t e e e e e e e e e et e et bbb e e e e e e e e e e e eeeeeeeeensnnenes 149
Figure 32. Thermal radiation flux per unit area (a) reachiveg ground and (b)

escaping to space for a series of models varying theréinered to achieve peak

spherule mass flux. In all models spherule reentry lasts foniéGnd the total

mass of spherules added is 0.5 d/didentical power deposition). Results for

increasing to peak mass flux after 0 minutes (red), 5 minuteg)(bland 10

minutes (black). Upward fluxes are negative. .............ooouvuiuiiiiiiiiniieeeeeeeeeeeeeeeiieiiinens 151
Figure 33. Thermal radiation flux at the ground (a) and to spacer(ithé¢ nominal

Chicxulub pulse of ejecta if the upper model boundary transmitadititron to

space (black), reflects 50% (blue), or reflects 100% (redpwddd fluxes are

NEOALIVE. ..ot e e e e e e e et e ettt ettt bbb e e e e e e e e e e e e et e et ettt ran b e e e e aaaas 157



13

LIST OF FIGURES Continued

Figure 34. Irradiance as a function of time at the ground (a) aspaie (b) if the

time to peak spherule mass flux is varied while holding the totatidn and

spherule mass constant (c). Peak mass flux occurs after @eahin5 min (blue),

10 min (black= nominal Chicxulub run), 30 min (pink), and 50 min (light blue).

Upward radiation fluxes are NegatiVe. ..........ooovvveiiiiiiiiiiiiiee e 178
Figure 35. Flux of thermal radiation at the ground (a) and toesfi@dcwhere the

duration of spherule reentry is varied: 15 min (red), 20 min (blue), 6Qbtack),

and 120 min (pink). The spherule mass flux to the upper atmosphere (c) is

determined assuming constant total mass of spherules andftipeak reentry.

Upwards radiation fluxes are NegatiVe. ............ooovveiiiiiiiiiiiiii e 180
Figure 36. Thermal radiation flux at the surface (a) and to sfigcéor spherule

reentry mass fluxes (c) in which the total mass densitploérsiles injected into

the atmosphere is varied: 2.0 gfciiblue), 1.0 g/crh (light blue), 0.5 g/cr

(black), and 0.25 g/cfr(red). The duration of reentry and time of peak reentry is

held constant. Upward fluxes are Negative. ..............uuveeriiiiiieeiieeeeeeeeeeeeeeeeeens 182
Figure 37. Thermal irradiance at the ground (a) and to spaes gjunction of time

due to atmospheric reentry of particles with radii 62.5 pm (lge), 125 pum

(black), 250 pm (red), and 500 um (blue). The mass flux throughoutuseher

reentry (c) is identical in all simulations. Upward radiation fluxes agatnee. ....185
Figure 38. Thermal radiation flux at the ground (a) and to sglacdor model

simulations where the spherules reenter at 30° (light blue), 48%k)bb0° (red),

and 90° (blue) angles to the horizontal. The mass flux of spherulesttbubulge

duration of reentry (c) is identical for all simulations. Updveadiation fluxes are

LT=To = LAY TR SRRPPPP 187
Figure 39. Thermal radiation flux at the surface (a) and toesfigcfor 45° spherule

reentry at 3 km/s (blue), 5 km/s (red), and 8 km/s (black). niass flux of

spherules is the same for all simulations (c) as is sphdraieeter (250 pm).

Upward radiation fluxes are NegatiVe. ..........oooiiiiiiiiiiiiiiiii e 190
Figure 40. Thermal radiation flux at the surface (a) and toes(ig for 90° (vertical)

spherule reentry at 3 km/s (blue), 5 km/s (red), and 8 km/s (blatlg mass flux

of spherules is the same for all simulations (c), as is sphdiargeter (250 pm).

Upward radiation fluxes are NegatiVe. ..........oooiiiiiiiiiiiiiiiie e 191
Figure 41. Flux of thermal radiation at the ground (a) and to spader(nominal

Chicxulub spherule reentry at 45° where the emissivity coatficie varied

between the black body absorption/emission and almost complete tearngpa

1.0 (black), 0.75 (red), 0.5 (light blue), 0.25 (purple), 0.05 (blue). Upward

radiation flUXES are NEQALIVE. ...........uuuuuiiiiiiiiiee e e e e e e e e e e e e e eeeeaeaanane 193
Figure 42. Radiation flux at the ground (a) and to space (b) foicaledpherule

reentry and radiation flux at the ground (c) and to space (d) faiedb®ry. The

mass flux of spherules reentering the atmosphere is constang tE4s" (dark

blue), 2E-4 g chi s* (red), 3E-4 g A ST (DIUE). ...ovveeeeeeeeeee e, 197



14

LIST OF FIGURES Continued

Figure 43. The fraction of the kinetic energy flux deposited fhesiles (vertical
reentry) in the upper atmosphere that reaches (a) the ground aspade) as
thermal radiation. An atmosphere void of any absorptive specte (s
compared with an average Earth's atmosphere with absorbing greeglasase
(dark blue). (c) The fraction of downward thermal radiation absobplyeglases.
(d) The shortest mean free path for both types of atmospherd) Wdscwithin
the spherule cloud settling through the mesosphere. The shortestreeepath is
determined from average mean free paths at 10 km altitude isterVae actual
shortest mean free path may be in a cell between thesgalst and the jagged
plot due to this incomplete SamMPIiNg. .......uveeeiiiiii e 199

Figure 44. Fraction of the kinetic energy flux delivered toupper atmosphere by
spherules that reaches the ground (a) and space (b) as therraabmadiThe
minimum mean free path in the model atmosphere (c) reflectsntheasing
opacity of the spherule cloud with increasing time. Models with taohs
spherule mass fluxes of 1E-4 g ¢ (dark blue), 2E-4 g cths® (red), and 3E-4
g cmi® st (blue) for both vertical (left column) and oblique 45° (right column)
(ST 0 2R PP PPPTRPPN 202

Figure 45. Thermal radiation flux, mean free path, radiationggndensity, and
thermal emission vs. altitude after (a) 5 minutes, (b) 10 minutes,(@ 20
minutes of vertical spherule reentry at constant mass flux (1Em“cs® = dark
blue, 2E-4 g cifi s* = red, 3E-4 g cfis* = blue). Upward radiation fluxes are

LTSTo = LAY TR SURPPPP 204
Figure 46. Cartoon illustrating a single spherical partitdding through an
incompressible fluid Medium....... ..o 217

Figure 47. Cartoon illustrating (a) a particle-laden layer (1-0)pp+ 6ps) overlying

a particle-poor fluid4, = pr) and (b) an instability of some amplitude forming at

the base of the particle-laden [ayer. ..........ooovviiiiiiiii e 218
Figure 48. Cartoon illustrating the macroscopic properties of @) particle-air

mixture and (b) the ambient (particle-poor) air at the top (basteoparticle

layer) and bottom of an excursion of some finite amplitude. ...........cccccoooooviiiinn. 222
Figure 49. Surface irradiance of thermal radiation for modelsofinal Chicxulub

ejecta reentry with resolutions of 2.5 km (blue), 1 km (orange), (50@an)and

250 m (light blue). The radiation solver is limited to 9000 iterationsll

SIMUIATIONS. .ttt e e e ettt e et e e e e e e e e e e e e e e e eeeeessbbnnnnnn s 242
Figure 50. Surface irradiance for models of nominal Chicxulubtmgeemploying

500 m resolution where the number of iterations the radiation solpernsitted

to make is varied: 100 (blue), 500 (orange), 1000 (red), 9000 (light blue). .............. 243
Figure 51. Thermal radiation flux at the surface (a) and to sfpd®r models of

nominal Chicxulub ejecta reentry where the radiation solveimigeld to 500

iterations and model resolution is 50 m (orange), 125 m (blue), 250 mgned),

500 m (light blue). The 500 iteration cap is insufficient for 50 m resolution........... 245



15
LIST OF FIGURES Continued
Figure 52. Thermal radiation flux at the ground (a) and to spacéofb250m-

resolution simulations of our nominal Chicxulub ejecta reentry scenduere the
radiation solver is capped at 500 (blue) and 9000 (pink) iterations..............cccceveeeeee.



16
LIST OF TABLES
Table 1. Results from KFIX-LPL tephra fall simulations of variquesticle radii

showing the time it takes for an 3 cm-amplitude instability to ldgvand the B
criterion at that time as calculated from equation 5.4..........c.ooovrriiiiiciiiii e, 120



17

ABSTRACT

Atmospheric interactions affected both the mechanics of impactiagjieposition
and the environmental effects from the catastrophic Chicxulub inapalce Cretaceous-
Paleogene (K-Pg) boundary. Hypervelocity reentry and subsequentes¢ation of
Chicxulub impact spherules through the Earth’s atmosphere was mhodsley the
KFIX-LPL two-phase flow code, which includes thermal radiation andabtgg at the
necessary range of flow regimes and velocities. Spherwdes jected into a model
mesh approximating a two-dimensional slice of atmosphere & baed on ballistic
models of impact plume expansion. The spherules decelerate dug,tearpressing
the upper atmosphere and reaching terminal velocity at ~70 knitudal A band of
spherules accumulates at this altitude, below which is compressédic and above
which is hot (>3000 K) relatively-empty atmosphere.

Eventually the spherule-laden air becomes unstable and density €uoent
transporting the spherules through the lower atmosphere collectivgjumes rather
than individually at terminal velocity. This has implications for the depositidylal and
sedimentation rate of the global K-Pg boundary layer. Verticaityecurrent formation
in both incompressible (water) and compressible (air) fluids ikiae numerically via
KFIX-LPL simulations and analytically using new instabilityteria. Models of density
current formation due to particulate loading of water are cordparéephra fall experi-

ments in order to validate the model instabilities.
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The impact spherules themselves obtain peak temperatures of 13D6-E6@
efficiently radiate that heat as thermal radiation. Howeherdownward thermal radia-
tion emitted from decelerating spherules is increasingly blobegreviously-entered
spherules settling lower in the atmosphere. This self-shiekfiegt strengthens with
time as the settling spherule cloud thickens and becomes incitgaguagjue, limiting
both the magnitude and duration of the thermal pulse at the ground. rimiaal
Chicxulub reentry model, the surface irradiance peaks at 6 k\tichis above normal
solar fluxes for ~25 minutes. Although biologic effects ailelétely, self-shielding by
spherules may have prevented the global wildfires previously postulatiowever,
submicron dust may act as a hot opaque cap in the upper atmospher&llyatereas-

ing the thermal pulse beyond the threshold for forest ignition.
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CHAPTER 1

INTRODUCTION

The 3-mm thick global layer at the Cretaceous-Paleogeney(KbBundary with
a peculiar geochemical signature represents a mere blink ef¢hie the 4 billion-year-
old rock record. If you stand at an outcrop, the stratigraphy of whasshe end of the
Cretaceous and beginning of the Paleogene, you may see cydeposition and ero-
sion, regression and transgression of the seas, changing wind aaddinections, a
succession of fossil assemblages, uplift, and tectonic deformahahode strata, repre-
senting millions of years of geologic history, you might not evetice the thin anoma-
lous layer at the junction between the fossil-rich Cretaceoughentiarren Paleogene
rocks. In fact, no one noticed anything unusual about the deposit wadtgérViAlvarez
and colleagues decided to measure the iridium concentration oféraniasubbio, Italy
and discovered an extraterrestrial signature (Alvarez et al., 1980).

Since the Alvarez impact hypothesis for the end-Cretaceass extinctions was
first proposed and the uniformitarian paradigm revised, the K-Pgadtrejecta layer has
been identified and studied at >200 sites worldwide. More thbhg-product of the
Chicxulub impact event on the Yucatan peninsula, the thin global depositibef
millimeter sized particles reveals information about the gldhalogic upheaval that
took place 65 million years ago. Packed into a mere 3 mm ofrttgsaphic column is

a story of meteorite impact, environmental catastrophe, and eegilogy at its most

! Historically known as the K-T boundary for the now-obsolete Tertiary period.
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extreme. | seek to understand the deposition of the Chicxulub inmjpata around the
globe and the role that this deposition played in the end-Cretaceous maggastinc

Although ejecta deposits from impacts onto airless bodies, suble asobn, are
fairly well understood by ballistic models (Melosh, 1989; Oberbeck, 19b&ybeck et
al., 1975), those on planets with atmospheres, such as the Earth, areomepiex.
Interactions between falling impact ejecta and the atmosphere bausonsidered to
understand the mechanics of the K-Pg boundary layer deposition and \aksibegation
of the atmosphere, which has important implications for the environhzamsequences
of ejecta reentry. Although simplified models of ejecta-aphese interactions during
the descent of K-Pg ejecta spherules have been considered ial ggegrous studies
(Kring and Durda, 2002; Melosh et al., 1990; Toon et al., 1997), until now no maimeri
model has been able to address the complex exchanges of mass, ungraet energy
that occur during the descent of ejecta through the Earth’s atmmespHere | present a
new numerical model of Chicxulub impact ejecta deposition using aptmage fluid
flow code and examine both the mechanical style of ejecta sedimenand the envi-
ronmental effects of ejecta-air interactions, including ths fiealistic numerical model
of thermal radiation transfer to the Earth’s surface.

Less than 30 years have passed since the discovery of the K-Pgrigdagdg
but in that brief amount of time there has been a spate of chs&@noss scientific disci-
plines seeking to unravel the catastrophic events at the end Gfdteeceous. An over-
view of K-Pg boundary research is presented in Chapter 2, incltitBngroposed envi-

ronmental effects of the Chicxulub impact and, in particular, thdeetefdirectly related
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to ejecta emplacement. | introduce the K-Pg boundary layer andbgette occurrence
of the globally distributed impact plume material at both disiehlities as well as at
localities more proximal to the crater. This is put into the context of ingpacta theory,
including ejection of target and projectile material in an ichpdume during the impact
event, expansion of the plume and condensation of droplets, and sedimentatien—ei
ballistically on an airless body or non-ballistically on a bedih an atmosphere—to
form an ejecta deposit. The need for a model including atmospférats is evident,
for understanding both the deposition and environmental implications of 4Ag K
boundary layer and the influence of an atmosphere on ejecta sedimentation in general

The KFIX-LPL two-phase fluid flow code is presented in Chapten describe
the basic physics behind two-phase flow codes and explain whgummerical method is
essential for modeling ejecta-atmosphere interactions. lidegbe original KFIX code
and discuss the major modifications implemented in our version tahsugroblem of
impact sedimentation where disperse particles are travellihggh velocities, air density
varies across the height of the atmosphere, and there aredtag®f energy deposition
to the upper atmosphere. Several test problems are also piesetiitis chapter, which
serve to validate KFIX-LPL for use in modeling impact ejet#position and other geo-
logic flows.

Chapter 4 presents the KFIX-LPL model for Chicxulub and discubksedecel-
eration of particles in the atmosphere and changes to the presdussrgperature struc-
ture of the atmosphere during spherule reentry. This chapter intthe mechanics of

the basic Chicxulub model in preparation for more detailed discussion tigoute-
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chanical style of ejecta deposition through the lower atmospherenardal radiation
from the decelerating spherules in subsequent chapters. Theeajmosphere interac-
tions in our Chicxulub model lead to new hypotheses which explain tivyK-Pg
boundary layer is so uniform in thickness across distal sitesteléispiseemingly hetero-
geneous nature of ejecta dispersal in the impact plume, amavhisshocked quartz is
found in distal deposits of high velocity ejecta, despite thetlfiattshock features would
not survive transport at such velocities.

The question of whether the global Chicxulub ejecta settled thrthey atmos-
phere individually as a rain of particles or whether they weserporated into density
currents leading to a faster and more turbulent transport oddgette Earth’s surface is
addressed in Chapter 5. Extending beyond Chicxulub, this chapter ispaebemsive
discussion of viscous and turbulent vertical density current formatigealogic flows,
where a layer containing a mixture of fine particles and & fwerlies a compressible
fluid medium. KFIX-LPL is first used to model a series gbhea fall experiments
(Carey, 1997) in water, in which vertical density currents werergbd to form. Both
the model and experimental results are successfully comparetdéw analytical crite-
rion for turbulent instability growth in an incompressible fluid. Adal of the more
complicated scenario of impact sedimentation through the atmospasreompared to a
new set of analytical criteria for density current onset in a compledkiid.

Chapters 6 and 7 present extensive studies of thermal radiatiefetrduring the
atmospheric reentry of hypervelocity ejecta. Chapter 6 presentsminal model for

Chicxulub ejecta reentry and shows that self-shielding by s@seseitling through the



23
lower atmosphere reduces the dose of thermal radiation reableirggdund. | discuss
the environmental implications of our models for the global wildfypdthesis (Melosh
et al., 1990) and the thermal-sheltering of terrestrial asimgbothesis (Robertson et al.,
2004). Chapter 7 presents a more detailed analysis of thexdiation following ejecta
reentry with a series of models in which ejecta input paramatervaried. | show how
the rate of ejecta reentry, in addition to the properties of jdwaeparticles, affects not
only the production of thermal radiation in the upper atmosphere, buhalgwoportion
of thermal energy that is blocked—either by greenhouse species @irtor other ejecta
particles—during transport upwards to space and downwards to the Earth’s.surface

Each of the chapters in this thesis is written to stand alatthough this results
in some repetition of introductory background material and descriptiomsiroérical
methods, | felt it important to give the reader the option of rgaididividual chapters or
delving into the whole K-Pg ejecta saga. Chapters 4 througpr@sent independent
papers which | intend to submit for publication. Chapters 2 and 3 angpeadices
provide additional background and technical material for improved understasfdimg
methodology and scientific context of this work.

This work has been a collaborative effort with Jay Melosh, whaibated sev-
eral new algorithms, which | incorporated into the KFIX-LRide, and provided assis-
tance with some of the more difficult physics required to atelyranodel impact ejecta
reentry into the atmosphere. His most substantial contribution Ehéneal radiation
model, which | then implemented and tested for my KFIX-LPLusitions. New drag

and heat transfer functions (see Melosh and Goldin, 2008) for useregcEsary ranges
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of velocities and flow regimes, including free molecular floowvai as an air equation
of state adapted to include the effects of ionization in a hot uppesgphere, were de-
veloped primarily by Jay Melosh for use in KFIX-LPL. The indigbicriterion for
compressible flow that | compare with my tephra fall modelltess based on Melosh’s
unpublished response to the Carey (1997) paper on density currents durimgfadiphr
which was later revisited by Melosh and G. S. Collins in an unssftdemodeling at-
tempt using the SALE hydrocode. These previous models wereeuivatdplicate den-
sity current onset because they lacked treatment of negastaactions between parti-
cles and the fluid medium, which | am able to do with my adaptesioveof the K-FIX
flow code. | successfully replicate the results of the Carsgeriments and verify the
analytical criteria. The three criteria for instabilitya compressible fluid were derived
by Melosh. | adapted the criteria for practical use #ithKFIX-LPL ejecta models and
compared my model simulations with the criteria. In Chapter 6sduds the role of
submicron dust in the transfer of thermal radiation, which includesmsight of Melosh
based on his prior work on Si@ondensation from a hot impact plume (Melosh, 2007). |
then model the effect of adding dust to the ejecta simulations sse$saour dust hy-
pothesis.

| was responsible for adapting K-FIX for use with diffuse ggial flows such as
impact sedimentation through air and tephra fall through water. Iticadth the algo-
rithms provided by Melosh, | added a number of additional subroutines wiaatiea
scribed in Chapter 3. | implemented and tested each modificatioccamatdicted all

simulations for the modeling results presented in this thesis. For some pragficses,
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| did take advantage of the programming experience of Melosh,agttied improved
boundary conditions, tracer injection schemes, and PGPLOT plotting into-IKL,
based on similar subroutines within the SALE and TEKTON codes.

The principal results of my research are two-fold. Firstly,models show that
the deposition of Chicxulub ejecta spherules to form the global KeRgdary layer did
not occur as a rain of particles falling individually at therminal velocities; instead, the
particles fell collectively as vertical density currents ungi@vity. This has important
implications for the time required for deposition of the K-Pg boundygr and the
mechanical style of deposition, which can be tested with geotdzgervations. Sec-
ondly, my calculations of thermal radiation transport during atmospheantry of
spherules in the upper atmosphere show that the pulse of thermabrackaching the
surface is limited in both magnitude and duration due to absorptiopheyudes settling
lower in the atmosphere. Unlike previous workers, who assumed thaatombgpheric
greenhouse gases reduce the downwards thermal radiation (Durdériagd 2004;
Kring and Durda, 2002; Melosh et al., 1990; Toon et al., 1997), | propose that sel
shielding by spherules increasingly blocks the radiation as yeprigresses and, de-
pending on the strength of self-shielding relative to the energy itiepos the upper
atmosphere, may prevent extreme thermal damage to the Earficekenvironment. |
present a new assessment of the hypotheses for global wilafidethermal damage to
the terrestrial biosphere following Chicxulub.

This thesis shows that interactions between impact ejecthamdnhosphere alter

the mechanics of ejecta deposition and lead to important environméetak.e My
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modeling work presents the most detailed numerical model to datepatt ejecta sedi-
mentation through an atmosphere and adds one more chapter to the shayKePdg
boundary, explaining why the global emplacement of a 3-mm thick depasi both

sedimentologically dramatic and environmentally catastrophic.
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CHAPTER 2

THE GLOBAL K-PG BOUNDARY LAYER: FROM IMPACT TO
ENVIRONMENTAL CATASTROPHE

2.1 Evidence for Impact at the K-Pg Boundary

The ‘Cretaceous/Tertiary Boundary Events Symposium’ convened im@agen
in September, 1979. The conference was attended by the wonigepn the K-Pg
boundary interval, who all sought the cause of the kill-off at the enldeoCretaceous.
Many competing hypotheses for the mass extinction trigger preseented and included
oceanic events, sea level change, climatic and atmosphericeshanggnetic reversal,
and a nearby supernova. However, none of these mechanisms expiaise@mingly
abrupt extinction, the differential survival patterns observed inm#wene and terrestrial
fossil record, and other geochemical and sedimentological dataeghti@oss the K-Pg
boundary transition. The difficulty in fitting all the data toirrgte environmental stress
and the resulting complex explanations involving multiple simultandistigrbances led
one paper (Vogt and Holden, 1979) to complain that, for the K-Pg extinctatata can
be dangerous. New data, regardless of reliable source of high qualitygdaavely ruled
out any past theory, but have fueled the promulgation of newer and evenutianglish
proposals... Somehow there are fields of science where the datmdgrogressively

harder as the theories put forth to explain these data become progressieely soft
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A group from UC Berkeley, led by the father-son team otland Walter Alva-
rez, was on the verge of a new hypothesis of catastrophic propohaingauld account
for the end-Cretaceous mass extinctions and endure the rigoreuasifctesting that
was to follow. At the symposium, they reported (Alvarez et al., 18i6jnalously high
iridium levels in a <1-cm thick clay layer found at the K{tgundary in a section near
Gubbio, Italy. Lacking a complete explanation at that time, Alwateal. posited only
that an extraterrestrial source from within the solaresysivas responsible for the non-
terrestrial geochemical signature. Jan Smit (1979), anotlesrdat of the Copenhagen
symposium, also noted anomalously high iridium at the K-Pg boundaryQagavaca,
Spain, although he was unclear of its significance. In Jurteedbtlowing year, Alvarez
et al. (1980) proposed that a large impact was the source of theemeistrial material in
the K-Pg boundary layer clay and the cause of the mass textimvent. The landmark
paper marked the beginning of a massive interdisciplinary g¢tiarhravel the events at
the K-Pg boundary and led to a shift in the strictly uniformitagaalogic principles of
the time to a paradigm that included the occasional catastrophe of exdtatdroeigins.

Like many great scientific discoveries, the impact hypaheame about by
accident. Sedimentary layers in the Earth’s stratigraptgrdea continuous history of
the terrestrial accretion of cosmic dust (i.e. Brownlee, 198%)e platinum group ele-
ments (PGEs) are depleted in the Earth’s crust compared to itlwonuteorites and
average solar system material because they are siderophdegsartition almost com-
pletely into metal and sink to the Earth’s core during differaohateaving only trace

amounts in the silicate mantle and crust (Walter and Trgnnes, 200d)oWw concentra-
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tions of PGEs in most sedimentary rocks are thought to resultdosmic dust accretion
and a correlation exists between sedimentation rate and iridimcewctration (Barker
and Anders, 1968). Walter Alvarez and colleagues (1980) measuredimdincentra-
tion in the <1-cm thick clay layer at the K-Pg boundary at Gulsbarder to derive the
sedimentation rate and thus the time represented by that layer. Surprisigintrast to
the iridium levels above and below the layer indicative of noredihsentation rates, the
iridium concentration spiked to more than 30 times greater than doacicylevels within
the clay. They also reported an iridium anomaly at the K-Pg boyprdeBtevns Klint
near Copenhagen, indicating a nonlocal source for the enrichment. 19@®) (origi-
nally interpreted a similar iridium anomaly observed at theg<boundary in Caravaca,
Spain as evidence for an abrupt drop in sedimentation rate (but cmgrmc dust accu-
mulation), despite evidence for seemingly continuous sedimentatiorelzeid after the
boundary. Alvarez et al. (1980) rejected this and proposed that thatbgstetation for
the iridium anomaly was an abnormal influx of extraterrestniaderial following a large
meteorite impact event. Based on the iridium content of the boundarytavas postu-
lated that a 10-km diameter meteorite struck the Earth diomiyears ago dispersing
projectile-enriched material worldwide and causing the end-Cretacesmssaxtinctions.

Although the impact hypothesis was heavily criticized, espgdigl paleontolo-
gists who supported more gradual species extinctions (i.e. keelgr, 1993; Sloan et al.,
1986; Ward et al., 1986) across the boundary and by volcanologists who prdpmsed t
Deccan Trap flood basalts in India as the cause of the globabemeéntal disturbance

(Couirtillot et al., 1990; Courtillot, 1990), evidence quickly mounted in favoneteorite
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impact. The iridium anomaly was reported at the K-Pg boundaeyrastrial and marine
sites around the world (Alvarez et al., 1984), shocked quartz and other sbtackon
phosed mineral grains—the “smoking-gun” for bolide impact—were ifileshtivithin the
iridium-enriched deposit (Bohor et al., 1984; Bohor et al., 1987), and irsphetules
containing nickel-rich spinels were described (Glass and Burns, ¥388;and Smit,
1986; Montanari et al., 1983; Smit and Klaver, 1981; Smit and Kyte, 198danwhile,
paleontological evidence for animal extinctions occurring abrgitthe K-Pg boundary
layer continued to mount (Huber et al., 2002; Pearson et al., 2001).

Meteorite impact at the K-Pg boundary had been established, br¢ whe the
crater? The basaltic composition of the spherules distributed wdddsuggested a
oceanic target (Montanari et al., 1983), but shocked quartz and zircos gcabmpany-
ing the spherules suggested a granitic source. In additioredaltigicic glassy material
found in an anomalous second layer of ejecta below the iridium lay#rei western
interior of North America and in Haiti suggested a second impé&ztcontinental crust
(Bohor et al., 1987).

The impact ejecta deposits at the K-Pg boundary continued to Vuelsl @bout
the location of the source crater. The deposits of ejecta alaterie thicker in localities
closer to North America and a K-Pg-related tsunami deposits ientified ringing the
Gulf of Mexico. Several known impact craters were proposed, buwg fhagsd to either
date to 65 Ma or be large enough to create a global ejecta tdepasally, a circular
gravity anomaly in the Gulf of Mexico (Lopez-Ramos, 1975; Penfield Gachargo,

1981) led to the discovery of the buried ~180-km diameter Chicxulub trapacture on
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the Yucatan peninsula, which was linked to the K-Pg deposits (Hilglataal., 1991).
The unusual target rock composition (granitic basement rock overlansieguence of
carbonates and anhydrites), combined with a meteoritic contributidntree way in
which material is ejected and transported following an impaatte explain the anoma-
lous composition of the global ejecta deposits and the presence cbtamositionally
distinct types of ejecta proximal to the crater, as we will show later.

Since Chicxulub’s discovery, the structure of the crater andhtacteristics of
its proximal ejecta deposits have been explored via geophysicastbore holes, and
field observations. As our ultimate goal is to understand the Iggolvaonmental effects
of the Chicxulub impact event, the ejecta studies presented ith#dss are primarily
concerned with the global iridium-bearing ejecta deposit at tRg loundary only. The
remainder of this chapter will focus on the global ejecta lagdnding the properties of
the ejecta, its origins from the impact plume, and potential enventaheffects of its
emplacement. For a detailed description of K-Pg boundary stratignagbding proxi-
mal localities and the geographic distribution of ejecta depasitSait (1999), Claeys

et al. (2002), and Kiessling and Claeys (2002).

2.2 The Global K-Pg Boundary Ejecta Layer

Impact ejecta material has been recognized around the gidimh continental
and marine settings. Distal impact ejecta deposits >7000 km fluox@ub are fairly
uniform in thickness (2-3 mm), particularly at sites largely undied by processes such
as bioturbation (Smit, 1999). The site closest to Chicxulub with anturtubsl ejecta
layer is Alamedilla, Spain (7,000 km) and the furthest is WoodsidekChNew Zealand
(15,000 km) and in both locations the layer is a few millimetersk ¢8enit, 1999). In
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most sites all but the high-temperature and pressure (shockestata have been altered
to clay by diagenetic processes (Smit, 1999) and the lagdydemn deformed by compac-
tion or reworking of sediments. The deposit is a chronostratigrapdmicembed for the
exact location of the K-Pg boundary and lies precisely at thgalmansition between
Cretaceous and Paleogene fossil assemblages. An iridiumgelmposit of similar
thickness is found at sites more proximal to Chicxulub coating tbkethunits of terres-
trial ejecta material below, which do show an inverse matiip in thickness with dis-
tance from the crater.

Figure 1 shows the stratigraphy of the K-Pg boundary intetvAbost, Spain where the
3 mme-thick ejecta layer is filled with altered impact spherules.

In the global K-Pg boundary deposit, the PGE enrichment and spherateggbe
Ni-rich spinel crystallites indicate an extraterrest(@ojectile) component and suggest
that the material deposited worldwide originated from the implacbhe, which contained
both target and projectile material and most of the energy amibect. Because of this,
the global K-Pg impact ejecta layer is sometimes redeiveas the “fireball layer” or the
“magic layer”. | think the term “global ejecta layerifBces as it distinguishes the 3-mm
thick layer from the thicker ejecta layers more proximalCtacxulub which are not
distributed globally. The term ‘fireball’ is somewhat misle® as the layer is not re-
lated to a fireball in the nuclear explosion sense. Also, althdwgghitium signature is

anomalous for a sedimentary deposit, there is nothing ‘magigalit the layer: today we

recognize the deposit as a product of an established geologic process—enafeartg.
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boundary clay

Paleocene

Figure 1. The K-Pg boundary interval at Agost, Spain. The Legea€ous marls are
filled with fossils such as the large foraminifera in thedglabcircle. This is overlain by
the 3-mm thick altered ejecta layer containing microkrystivesch defines the K-Pg
boundary. Above the ejecta layer is the boundary clay which is foifena-poor. Im-
age courtesy of Jan Smit.

2.2.1 Geochemistry
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Impact ejecta material has been identified at 101 of the 345 knelg Ifound-
ary sites listed in the KTbase database (Claeys et al., 2002hese, 85 sites, represent-
ing all depositional environments, contain an iridium anomaly. Oth&sR8t, Pd, Os,
Ru, Re) are also enriched, as are other elements that are fobigheér abundances in
chondrites as compared with terrestrial sediments (Ni, Cr,(Claeys et al., 2002).
Chondritic enrichments indicate a projectile component within thetaej Compared
with the heavier ejecta components, such as spherules, in the glpbsitsiéhat form a
well-defined layer, the iridium anomaly is often verticaliffuse due to bioturbation and
other post-depositional processes (Claeys et al., 2002; Ebel and @mp28®5). This is
because iridium, which is mainly found within the altered matrixhef ejecta layer,
diffuses more easily than the spinels and spherules (Robin et al., 188&pugh the
host of the iridium is not known, it is thought to be associated with smelust frac-
tion (Kyte et al., 1990; Schmitz, 1988) of the original ejecta whiclsimre weathered to

clay.

2.2.2 Impact Spherules

The global impact ejecta layer is primarily composed of impgpberules (Figure
2) with an average diameter of 250 um (Smit, 1999) and an aversgédaomposition
(Montanari et al., 1983). Modeling the deposition of these spherulas ssibject of the

remaining chapters of this thesis. Although diagenetically alterethy in most places,
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the spherules reveal a relict quench-crystal texture (Sralt,e1992a) indicating rapidly
crystallizing feldspar and mafic silicates (Montanarilet2983). Unlike the rest of the
spherule, abundant spinel crystals and mafic minerals suchnapyeioxene are rela-
tively unaffected by diagenesis and form a dendriticckatthroughout the cores of the

spherules (Figure 3).

Figure 2. The K-Pg boundary distal ejecta layer from the RepabGeorgia. The layer

is composed primarily of impact spherules (microkrystites) wiiave been diageneti-
cally altered to Goethite. The blue dots indicate 1 mm inanesnd?hoto courtesy of Jan
Smit.
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Figure 3. Backscatter image of an impact spherule (microley$tam DSDP hole 577.
Although largely altered to smectite, the spherule shows a dedetwork of clinopy-
roxene crystals in the core. Photo courtesy of Frank Kyte.

Due to the presence of mineral crystals, the spherulesamsfield asnicrokrys-
tites (Glass and Burns, 1988) in order to differentiate them from ygEsserulesmicro-
tektites in more proximal K-Pg deposits. This distinction is not alwanggle in the
literature and often the two types of spherical ejecta efiexred to interchangedly as
simply spherules, but, as we will see later when we discugerthation and transport of
impact ejecta from the impact site, the differences betwesse two types of ejecta are
important as they have entirely different origins from the irhpeatering process. Mi-

crokrystites are basaltic, iridium-enriched, free of Siass (lechatelierite), usually
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smaller than 500 um, spherical in shape (no splash structures)eaoftea found with
internal crystallites such as spinel, clinopyroxene or altsemidine (Glass and Burns,
1988; Smit et al., 1992a). In contrast, microtektites (Figure 4aradesitic, homogenous
in composition, entirely glassy with no primary crystallieegelict grains, iridium-poor,
and are on average larger than microkrystites (grading into ther taktiteg; they also
often have a splash form morphology showing flow lines and other @adenspinning
during flight, bubble cavities formed by outgassing, and silica-eckhdtelierite glass
(Glass, 1990; Glass and Burns, 1988; Sigurdsson et al., 1991; Simonson angd0B#ss,
Smit et al., 1992a). The spherical shape, primary crystalres lack of depletion of
volatile elements indicates that the microkrystites survivedsgpireric reentry unmelted
(Ebel and Grossman, 2005; Greshake et al., 1998), unlike the microteiitesss whose
morphology reflects aerodynamic deformation in a molten stateereTare no transi-
tional forms between microkrystites and microtektites/tekéitebthey appear to occur in
two distinct strewn fields concentric to the Chicxulub crateni(S1999; Smit et al.,
1992a): the microkrystites are found only in the 2-3 mm thick glejeata deposit (with
the PGE enrichment and shocked minerals) and the microtektitésuackin the lower
ejecta layer in North American localities, which has only mP@E enrichment and few
shocked minerals (Bohor and Glass, 1995; Bohor et al., 1987) and are camalbgit
and morphologically linked to the larger tektites found in Haiti arekibb (Sigurdsson
et al., 1991). Although, the microkrystites show no size dependence inlatsidies,
the tektites clearly decrease in size at further distainoes the crater—another clue to

distinct origins for the two types of spherules.
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Figure 4. Glassy impact spherule (tektite) from the Belodti HaPg ejecta locality.
Note the bubble cavity in the center of the spherule and the lackystfallites in the
completely glassy core. Photo courtesy of Jan Smit.

Both types of impact spherules have experienced substantiaheliggaiteration
to clay minerals such as smectite, glauconite, goyazite, goethd also K-spar and
pyrite. The alteration product depends partly on the original conguskut also the
local chemistry of the depositional environment (Smit et al., 1992ai).example, many
marine spherules alter to smectite and many terrespiiersles alter to goyazite. Goe-
thite spherules in the global ejecta layer often show no dmgstéexture due to extreme
alteration or authigenic bacterial activity in anoxic conditio®mif et al., 1992a). In
addition to mineralogical changes, the ejecta layer in magajities has been compacted
and deformed by tectonic pressure and the deformed spherules ledatmeorkers to
guestion the impact origin of both the microkrystite and microtektteaining ejecta

layers (lzett, 1987; Izett, 1990).
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2.2.3 Spinel

Magnetic spinels are abundant in all extraterrestrial thjdat Ni-rich spinels
are not found in normal terrestrial crustal materials (Robad.e1992). This indicates
that cosmic spinels and terrestrial spinels form from diffeir@tial compositions, tem-
peratures, and oxygen fugacities (Robin et al., 1992). Thus, the abundanagneitic
nickel-rich spinels in the K-Pg microkrystites are unusual iadtate an “exceptional
accretionary cosmic event” (Robin et al., 1992).

The K-Pg spinels are commonly skeletal with dendritic testueflecting a high
temperature phase (>900° C) rapidly crystallized from moltéeratl droplets (Kyte and
Smit, 1986). The spinels have relatively high Mg, Al, and Ni contemisiow Ti and Cr
compositions as compared with terrestrial spinels of volcanic atichaetary origins
(Kyte and Smit, 1986). A high F@s/FeO ratio indicates oxidizing conditions during
crystallization. Several origins for the K-Pg spinels have Ipeeposed including (1)
ablation products of meteors (Gayraud et al., 1996; Robin et al., 1992nd@¢ti melt
droplets (Montanari et al., 1983), and (3) liquid condensates from thetipipae (Kyte
and Smit, 1986). Models show that the unique chemistry of the K-Pdsspieelikely
due to condensation from a hot impact plume containing a mixture okulliictarget
rock and projectile material (Ebel and Grossman, 1999; Ebel and Gros30ibh; Siret
and Robin, 2003). The heterogeneous differences in composition betweenespimayil
be explained if they originate from different regions of compmsdily heterogeneous

plume and quench at different temperatures (Ebel and Grossman, 2005).
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There is some argument about whether atmospheric entrainmabtation is
required to achieve the oxidized and Ni-rich composition of the spifddsl and
Grossman, 2005; Siret and Robin, 2003). Less oxidized spinels in Archeanlespher
layers, from a time when the Earth’s atmosphere was less ratygge support atmos-
pheric involvement (Byerly and Lowe, 1994), although there was alsacdedmental
crust in the Archean and the compositional differences may baiegglby impacts into
oceanic target rocks (Simonson and Harnik, 2000) as compared with the waunboat
ate platform rocks at Chicxulub where carbonate and anhydritelaad to an unusually

high oxygen fugacity of the impact plume (Ebel and Grossman, 2005).

2.2.4 Shocked Minerals

Shocked mineral grains, including quartz and zircons, from the grhagement
rock at Chicxulub are abundant in the Ir-enriched global impactaeigyer (Bohor et al.,
1984; Bohor et al., 1987). The quartz grains are large (>500 um) iresterw interior
of North America, but <300 um in the Pacific Ocean and <100 um aednr&urope
(Claeys et al., 2002). Some workers have suggested a pade&lgradation that may be
inversely related to distance from the impact (Bohor et al., 108¥%kell et al., 2002);
other workers have noted the apparent pattern of higher abundancesandrain sizes
to the west of Chicxulub and suggested that either the Earth’sorotair an oblique

impact (<30°) from the southeast to the northwest (Schultz and D'H&8#) s respon-
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sible. However, it is unclear if these trends are simplgrapting bias, as evidenced
from large quartz grains found in a single K-Pg locality in Brazil (Clatyd., 2002).

Although shock metamorphism is expected from and is a diagnodtcator of
meteorite impact, the occurrence of shocked quartz in the Chapecta deposits is
enigmatic for several reasons (Alvarez et al., 1995): (1) IthNomerica where there are
two ejecta layers—the lower representing the thinning eddleeoéjecta curtain and the
upper equivalent to the global iridium-enriched deposit—the shocked quams @re
abundant in the upper layer but only a few grains are found in the layegr(and these
may be due to bioturbation) despite the fact that the upperrayersent the high energy
material that has been vaporized and melted, processes that wotrlny ddwcked
quartz: (2) There is an apparent asymmetry in the distributiomanrf gize and abun-
dance in relation to Chicxulub despite the fact that no such treseeisin the associated
microkrystite spherules, iridium content, or layer thickness. (3) Skhoguartz is found
even in the most distal localities despite the fact thaveheities required to reach these
distances ballistically far exceed those of shocked quartaagjeftom the impact site
where planar deformation occurs at shock pressures of ~10 @Gal{F1998), which is
associated with ejection velocities <4 km/s. In addition, recent Ingdeork suggests
that the distal ejecta is derived from the sedimentaryttaog& units, not the underlying
granitic basement, which is the presumed source of the quartz and grains (Ar-
temieva and Morgan, 2008). How the shocked mineral grains becammezhirathe

impact plume material and spread around the globe without annesabiiff & matter of



42
debate. The models presented in Chapter 4 shed some light on the shaakednys-

tery and suggest that atmospheric interactions may explain this anomaly.

2.3 Emplacement of Global Chicxulub Ejecta

The journey of impact ejecta begins with the impact itselie odeling work
presented in this thesis is primarily concerned with the filgglosition of the ejecta
through the atmosphere, but it is important to explain how the eettas to the top of
the atmosphere from a large impact to understand the impact ggaramised in the
model. The following is a brief overview of impact crateringotiye with particular
focus on ejecta formation and transport. For a more complete descspe the com-

prehensive impact cratering manuals of Melosh (1989) and French (1998).

2.3.1 Cratering Theory

Crater formation can be divided into three general stage®$hel 989) from the
time of impact to the time when target deformation ceases and a finalisrali¢ained:
(1) Contact and Compression

The projectile contacts the surface, decelerates as tle¢ tasgsts its penetration,
and transfers its kinetic energy to the target creating &shaee. This stage ends once

the projectile has unloaded from high pressure and the shock wdwhe subsequent
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rarefaction wave have traversed the projectile. High tempegatpressures, and veloci-
ties are produced in the target within a region comparable to the projedile siz
(2) Excavation

As a hemispherical shock wave expands and propagates throughgete ita
initiates a subsonic excavation flow that causes the crater to(Bjgire 5). Excavation
flow velocities are highest near the impact site and decrediselistance. The material
in the excavation flow follows streamlines. Ejecta followingatnlines which intersect
with the surface are ejected and those following streamlineshwdo no are simply
displaced downwards and outwards. The streamlines cross pressuers;omhich
means that the material ejected from any location contamsxtre of shock levels.
Because material closer to the impact point is ejectecsaerf velocities than ejecta
formed further out, the resultirggecta curtainis an inverted cone that grows outward as
the crater grows. The ejecta in the ejecta curtain sawelballistic trajectories and is
eventually deposited to form a&jecta blanketwhich decreases in thickness with increas-
ing distance from the crater. The ejecta with the highelsicities is transported the
farthest and has a smaller mean size.

Some of the earliest and highest velocity ejecta to leavarpact site are not
part of the subsonic excavation flow and ejecta curtain. A signifivolume of material,
including the projectile as well as target rock, is vaporipeibtm an expandingnpact
plumeconsisting of vaporized and melted ejecta material traveltisgi@ersonic speeds
and containing a significant fraction of the impact energy. Atjhaihe initial stages of

plume growth are complicated, once the impact plume has expandagetaldimes the
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projectile diameter plume expansion can be approximated as an mdifpakpanding
hemisphere of hot gas (Figure 6). The expansion velocity incréasady from the
center of the plume to the edge. As the plume cools, it beginsntiese to form
spherical droplets. A model of spherical droplet formation has pessented by Melosh
and Vickery (1991) in which the characteristic droplet radius ofdkelting spherules is
a function of impactor size. More work is still needed to explandetails of impact
plume expansion and chemistry and heterogeneities within the pllieemodels pre-

sented here assume a homogenous, hemispherical, adiabatically expanding plume.

¢ ejecta curtain

F , Slower
ast ejecta / / ejecta

L

Maximum pressure contours

Figure 5. Geometry of the excavation flow field. The arrows stimvmovement of
excavated target rock along streamlines, which cross pressui@ics. Some stream-
lines intersect the surface and release ejecta on baltagctories. This ejecta forms an
expanding ejecta curtain with an inverted cone morphology. The ionpaatl some
target rock is vaporized near the point of impact to form thegtrgdame. From Melosh

(1989).
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Figure 6. Expansion of the impact plume during the early stages iofpact. (a) Ini-

tially, the vapor flow pattern is complex because the plume is cadpafsa mixture of

components shocked to different pressures and temperatures. (th®immo@act plume
has expanded to several times the projectile diameter, the dlowairly hemispherical
and has accelerated to much higher velocities than the ejttanc From Melosh
(1989).

There are two major types of ejecta deposits: ejectaitudegposits (the ejecta
blanket) and impact plume deposits. Due to their different origitisel impact cratering
process, the ejecta curtain material contains only melted gméated target rock, is
ejected at subsonic velocities, and is deposited with thicknesseselyvezlated to dis-

tance from the crater. In contrast, the impact plume depositgin®tioth projectile and
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target material that has been melted or vaporized, travelgpatsenic velocities, and
does not have the same organized velocity structure. In additiocpridensed droplets
from the impact plume are smaller than those from the epectain and are controlled
by impactor size, not distance from the impact site.

The global K-Pg impact layer is thought to be ejecta frommtipact plume, due
to its meteoritic geochemistry, spinel-containing spherulesrokgstites), and global
distribution. The ejecta curtain material is not able to trghadally. The microtektite-
and tektite- bearing layer consisting of target materiay ¢nb extraterrestrial compo-
nent) is thought to be from the ejecta curtain, which is consistémtiower observed
shock levels and thickening of this layer from 0.5 cm in Montana ton-th dNew Mex-
ico to the thick ejecta blanket deposits in Mexico (Smit, 1999).

(3) Modification

At the end of the excavation stage, a transient crater inettahich represents
the maximum depth to diameter ratio attained during crater fomma However, the
transient crater is short-lived and soon collapses under gravityr the final crater.
The details of the modification stage and the final crater morghaepend on the size
of the impact, gravity, and target properties. Smaller cradeh as Meteor Crater, are
simple bowl-shaped craters where as larger craters, suchi@suldb, have complex
morphologies. We are only concerned with ejecta in this studyhadbrmation of the

crater itself, and therefore not concerned with this stage of impact cgateri
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2.4 Mass Extinction and Environmental Perturbations at the end of the Cretaceous

Mass extinctions have punctuated the history of life (Jablonski, 1986nass
extinction is defined by Jablonski (1986) as an extinction eventdheattieme in dura-
tion, magnitude, and breadth. A mass extinction is relatively sudutrsteort-lived,
marked by a substantial increase in extinction rates above nbatlkdround levels, and
effects a variety of organisms across multiple taxonomic grfilessa, 1990). Mass
extinctions recorded in the Earth’s fossil record were accomphlgie2b% to >90% loss
of species (Raup and Sepkoski, 1984; Sepkoski, 1993). The pervasive enviranmental
taxonomic, and geographic extent of these events suggests thaaphysing factors
are involved (Jablonski, 1996). Proposed causes of such global environmentalaper
tions include sea level change, volcanism, oceanic anoxic eventscygdies, and, as
proposed for the end-Cretaceous mass extinction, large meteorite impact.

The K-Pg boundary event was the first major extinction recegniRkyder,
1996), and its discovery in the early™®entury following the advent of fossil-based
stratigraphy was partly due to the abrupt nature of the timmsiCuvier and Brongniart
(1811), working in the Paris Basin, noted the lack of a transition batthe Cretaceous
chalk and the overlying clay and surmised, based on sedimentologicahcvithat a
separation in time divided the two distinct units. A few yeay®i, d'Halloy (1822)
classified these units into two geologic formations, the “cretaeand “mastozootic” (a
precursor to the former “Tertiary” and current “Paleogene” iteslagy), based on both

lithologic and faunal change at the boundary. Interestingly, tlogmémn of the sharp
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boundary corresponding to the modern K-Pg boundary preceded our modern ndeersta
ing of mass extinctions and even dinosaurs, which were not fgrmafthed until the
1940s (Ryder, 1996). Initially, the abrupt transition was explairsed depositional
hiatus. Even Darwin (1859) surmised that the apparent sudden extoictiehammon-
ites and other groups was due to a time gap between the two torsaatHowever, as
paleontology and biostratigraphy work on the geologic interval progressedblviaé and
abrupt nature of microfaunal and macrofaunal changes at the KiRgldrg became
clear. In addition to the K-Pg boundary, other global biotic turnovers vdentified in
the stratigraphic record and today five major mass extinctionseaggnized in the
Phanerozoic: Late Ordovician, Late Devonian, Late Permian, La#ssic, and Late
Cretaceous. Of these, only the end-Cretaceous mass extiisctigtinctly abrupt and
distinctly associated with impact materials lying precisalyhe lithologic and biologic
boundary.

Despite the abruptness of the K-Pg boundary, both sedimentologicathe in
sharp lithologic transition from fossil-rich Cretaceous rocks tmssil-poor clay and
paleontologically particularly in the microfossil record, and #ek lof transition units, a
non-abrupt mechanism in line with the uniformitarian paradigm ofithe was favored.
Workers continued to argue that the discrepancy was due to a Ipogitdmal hiatus
between the Cretaceous and Paleogene rocks (Hay, 1960; Rainwater, 1960). Even today,
after the widespread acceptance of the Chicxulub impact at-fag Boundary, some

workers continue to argue that the extinction was gradual and udrétatbe impact
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event (Kauffman, 1988; Keller, 1988; Keller et al., 1993; Sloan et al., 1986] et al.,
1986).

Part of the problem with interpreting the abruptness of a erdsgsction is that
biases exist in the fossil record. At any given site, botilfaad sediment accumulation
are discontinuous, environmental change occurs continually over acfiggegraphic
and temporal scales, and reworking and mixing of sediments can @ger substantial
vertical distances distorting the geologic record (Jablonski, 19863tratigraphic gap
due to depositional hiatus produces an artificially abrupt extinctishas smaller breaks
in deposition can lead to interpretations of an artificially graduastepped transition
(Birkelund and Hakansson, 1982; Raup, 1989; Signor and Lipps, 1982). The fossil re-
cord is always incomplete and, due to sampling bias, does not r@pilesebundances
and ranges of species accurately. The last sample occuafesome rarer species will
occur below the biohorizon where the species actually goes eatmlcthe apparent
range of the taxon will be artificially truncated and causeass extinction to appear
gradual. This is known as the Signor-Lipps effect (Signor and Li#82) and, when
applied to the K-Pg boundary, predicts that an abrupt extinction eaantause the
observed gradual stepwise decline in species diversity at the boundary (Koch, 1991). The
Signor-Lipps effect precludes the unequivocal determination of whethextanction is
gradual or abrupt from taxonomy. Statistical analysis of thel i@eord can be used to
measure the robustness of paleontological patterns and assessoexintensities (Sep-

koski and Koch, 1996). For example, such analyses convinced an irskalbgical
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Marshall and Ward (1996) that the ammonites suffered an abrupttei at the K-Pg
boundary.

The revolutionary hypothesis of the Berkeley group (Alvarez etl@80) was
controversial when it was first proposed and continues to stir delitestratigraphic
and statistical studies continue to strengthen the argument fdrgpt anass extinction
at the K-Pg boundary and the evidence in favor of the impact hypottedisues to
mount. Far more than a dinosaur killer, the mass extinction at-tg Boundary extin-
guished ~47% of the genera and 76% of the species living at thef émel Cretaceous
(Jablonski, 1991). These include both marine and nonmarine species, macesfduna
microfauna, fauna and flora. Not all species suffered eqaalllythe selectivity of the
extinction event yields clues to its causes. | will mentioevaihteresting examples that
illustrate the abrupt and global nature of the extinctions and alstifteeential survival
patterns that the impact-induced environmental perturbations discutsed khis chap-

ter can explain:

(1) Marine microfossils are the most useful organisms folystgaextinction intensities

due to their large abundances in small samples (Ward, 1990). Amormygdr@sms
most devastated by the K-Pg extinction event were marine plank®temktonic fo-
raminifera experienced >97% species level extinctions (Thiarst982), whereas ben-
thic foraminifera experienced only ~10% faunal changes acros&-g boundary
(Culver, 2003; Kaiho, 1992; Thomas, 1990). However, in shallower water (200-1000 m),

survivorship decreases (Smit et al., 1997).
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(2) Despite the devastation of plankton species, deep-sea, near shdmgckigh-water
fish species survived the K-Pg boundary relatively unscathed (C2001). Sheehan
and Fastovsky (1992) inferred 10% extinction for freshwater veteshrand most fish

and other species such as crocodiles survived.

(3) Land vertebrates were not so lucky and survivorship has beeratestiat between

12% (Sheehan and Fastovsky, 1992) and 64% (Archibald and Bryant, 1990). Compared
to marine microfossils, the terrestrial vertebrate fossibne is not very complete and
there are fewer known nonmarine K-Pg sites (mostly in Northrisade The most fa-

mous of the K-Pg extinction casualties, dinosaurs, represent ontalamercentage of
vertebrate species and have a spotty fossil record that stribensthe Signor-Lipps

effect (Pierazzo, 1997). In general, large vertebrates sutin@saurs faired worse than

smaller vertebrates such as mammals.

(4) There is evidence for a massive turnover in terrestaal glssemblages across the K-
Pg boundary. Tropical forests filled with abundant species pragféithrough the Late
Cretaceous, but vanish at the K-Pg boundary. In North Americantiesdhis is seen as
an abrupt attenuation of the diversity and abundance of pollen grains from flowerang fl
typical of Cretaceous assemblages (Nichols, 2007; Nichols and Flef88; Spicer
and Shackleton, 1989). Above the K-Pg boundary a dramatic increasma isptees

(“fern spike”) is seen (Tschudy et al., 1984), after which the prapodf spores gener-
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ally declines and pollen increases in abundance and diversity to tehnistac Paleogene
flora assemblages (Tschudy and Tschudy, 1986). The plant record suppatisupt
and catastrophic terminal Cretaceous event marked by the alsappearance of most
dominant taxa and nearly all angiosperms (Johnson and Hickey, 1990;d\acldofFlem-
ing, 1990). Initial work suggested megafloral extinctions were coatigaly minor in
the tropics and the southern hemisphere (Johnson and Hickey, 1990; Nicholerand F
ing, 1990), but a similar fern spike has been observed in the southesphera in New
Zealand (Vajda et al., 2001) indicating that the devastation oft$oness a truly global
event. A fungal spike has also been reported between the divees€reshiceous flora
and the low-diversity early Paleogene fern-dominated assembtamesident with the

K-Pg ejecta layer (Vajda and McLoughlin, 2004).

Despite the growing consensus that the Chicxulub impact was rddpdos the
end-Cretaceous mass extinction, many questions remain about how exactigabeled
to the mass extinctions. The global extent of the extinctionstrend-Pg boundary
ejecta layer is no coincidence: several proposed impact-indue@dranental perturba-
tions are directly linked to deposition of impact plume matentd the upper atmos-
phere. These include effects from enhanced levels of dust, agmsdlsvater in the
atmosphere, acid rain from injection of nitrogen and sulfur compoumatg térm effects
due to enhancements in greenhouse gases suchasilOejecta-triggered ignition of
forest fires. For additional information beyond the overview pregemere, see Toon et

al. (1997), Kring (2003), and Pierazzo et al. (2003).
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2.4.1 Dust

In their initial proposal of an end-Cretaceous impact event, Ahetrat. (1980)
surmised that the iridium-enriched boundary layer deposit was aiage quantity of
dust which was globally distributed in the atmosphere following G blocking the
sun, suppressing photosynthesis, and leading to the collapse of the foud Alttaough
subsequent studies of the heavily altered ejecta layer reubaletthe layer is composed
primarily of larger microkrystite spherules and shocked mingrains (Smit, 1999),
there is still some quantity of dust and there have been mudtifdmpts to assess the
magnitude of this environmental disturbance and the length andtgesfetine “impact
winter” following Chicxulub (Covey et al., 1990; Covey et al., 1994; Polé&ici., 1983;
Toon et al., 1982; Toon et al., 1997). Submicron dust can originate either from condensa-
tion of impact plume materials or from pulverized target rockiegem the ejecta curtain
(Toon et al., 1997). Only the former is expected to be globallyimistd and is the
focus of the remainder of this discussion.

Early studies assumed that the bulk of the boundary layer, whictayg heavily
altered to clay, was submicron dust (Alvarez et al., 1980; Toon d98R). When the
spherules are considered, if all the void spaces between spheentesriginally filled
with dust, the layer would be <50% dust. Toon et al. (1997) calchiate-10% of the
global K-Pg boundary ejecta layer is submicron dust. However, Popg2) (affues,

based on vapor condensation models (O'Keefe and Ahrens, 1982) that predict conden-
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sates several hundred micrometers in size, that vapor condensae£Hhicxulub’s
impact plume would produce minimal submicron particles. In this caggnicron dust
would compose <1% of the global K-Pg deposits and have insignifiocaimbemental
effects. Microphysical simulations of a dust cloud in the stpita® by Toon et al.
(1982) predict that the dust particles fall out of the atmospheresgaithan 6 months,
which is consistent with measurements of Pinatubo tephra in thepdtenesfrom the
1991 eruptions (Pueschel et al., 1994). In a dust cloud consisting tteaaslit % of the
K-Pg boundary layer, coagulation of dust to form larger pasieould be significant
and lead to more rapid sedimentation (Toon et al., 1982). Condensation of/agie
(also injected by the impact plume into the upper atmosphere)aster-settling ice
crystals would also sweep away some of the dust (Toon et al., 188@ugh the effi-
ciency of this process is unknown.

A cloud of dust in the upper atmosphere acts to limit the radiaéimefer of solar
energy to the surface and depends on the optical depth of the dust Tégetransmis-
sion of sunlight can be approximated by an exponential function of théaglast opti-
cal depth (Toon et al., 1997). For a Chicxulub-sized impact, even @ asimservative
estimates of dust (~10% of the boundary layer), the loss of surighificient to pre-
vent photosynthesis and vision following the impact event (Toon et al., 1688;€~ al.,
1997). Using an atmospheric general circulation model (GCM), Covey. €1994)
modeled a dust layer from a Chicxulub-sized impact and found thdandesurface
temperature was depressed for one year despite the gradoahltehdust. In addition

there was a 90% decrease in precipitation for several montiestefperature decrease
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and timescale was comparable to those found by Luder et al. (2aB8yghl they calcu-
lated only a 50% decrease in precipitation. Unless the amount asdeshg overesti-
mated (Pope, 2002), an impact-generated dust cloud from Chicxulub couldiéave
pressed surface temperatures for a year or more. Dé#spitact that the dust likely fell
out of the atmosphere over several months, the climatic feedbacksnapéex and oper-

ate over a longer timescale.

2.4.2 Sulfate Aerosols

The Chicxulub impact occurred into unique target rock stratigrapbgrobnates
and anhydrites overlying granitic basement rock (Lopez-Ramos, 19@5 ¥t al.,
1995). Chicxulub lies in an evaporate terrain rich in calcium sulfi@posits, which
would have contributed significant sulfur to the impact plume (Bt882; Sigurdsson et
al., 1991; Sigurdsson et al., 1992). Asteroids and comets also contain awdnbona-
ceous chondrite, which is thought to be the Chicxulub projectile compusdontains
6% sulfur by weight (Anders and Grevesse, 1989). Experimentidrese suggests that
a Chicxulub-sized impact into evaporite may generate as muchsSte ejecta in the K-
Pg boundary layer or 5 times more than the 1991 Pinatubo eruption (Siguetisdgn
1991; Sigurdsson et al., 1992). The climatic effects of such a soj@ation into the
upper atmosphere can be investigated via analogy with volcanicogsiptirhe results

from the Pierazzo et al (1998) model is two orders of magnituderléman any recorded
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volcanic eruption and, because increasing @ds to longer decay times, would have
devastating environmental effects (Pierazzo et al., 1998; Pope et al., 1997).

Sulfur-bearing gases from the impact plume react with water vapor testdfate
aerosols, both within the plume and in the stratosphere (Pierazizo2808). Like sub-
micron silicate dust, sulfate aerosols that condensed from the-enliuhed impact
plume would block sunlight leading to darkening and cooling of the Eastiriace.
Unlike the silicate dust, aerosols would remain in the atmospheeel@rger period of
time, extending the timescale of cooling. Pope et al. (1994) cedaulé-9 month black-
out with freezing temperatures and disruption of photosynthesis. Bh&-& months is
due to both silicate dust and aerosols, after which the silicatehdsdallen out of the
atmosphere and only the aerosols remain. In the long term, ti@lideads to a 10-
20% decrease in solar transmission for 8-13 years, which is the legtit@the solar
forcing of a cloudy day. In the short term, radiative forcing380 W/nf would domi-
nate over an impact-induced greenhouse effect (~+10°\V/Modeling by Pierazzo et
al. (2003) predict a similar radiative forcing of -100 W/for three years. If there were
no other feedback, such a forcing would lead to 100°C cooling, but fortunately the oceans
are able to act as a buffer for several years. Even so, snofishort-term impact-
induced oceanic cooling suggest significant cooling of the oceaacsuniver a period of
<14 years (Covey et al., 1994) and Pollack et al. (1983) also predi& year timescale
for cooling. Although this is less than the timescale of oceamgolmixing and the
deep ocean likely did not experience any cooling (Luder et al., 2002)cédam surface

was likely near freezing for a few years (Pope et al., 1997).
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2.4.3 Water Injection

Emiliani et al. (1981) first suggested that a massive injectfiavater vapor into
the upper atmosphere resulted from the impact at the K-Pg boundany. thdt the
location and target characteristics of the impact are knowmpra precise estimate of
water injections can be made (Toon et al., 1997). Assuming thatd@Ouatter covered
the Chicxulub impact site on the carbonate platform of the Yucaténsu#a, Pope et al.
(1994) estimated water injections ranging from the ambient aniouhé upper atmos-
phere to 50 times this amount. Water vapor is an important greentasisedjincreas-
ing the upper atmospheric humidity 25 times above ambient would dead 8°C in-
crease in surface temperature (Manabe and Wetherald, 1967)on®at the impact-
generated water vapor cloud may be cold enough to form ice andofatiwards and
evaporate to humidify lower levels in the atmosphere (Toon €947) and part of the
cloud may photolyze to O and H and result in a loss,Qf #¥apor. Impact-induced water
injection is thus an important source of free radicals that cdicipate in ozone chemis-
try (Toon et al., 1997). Although there is still uncertainty concerning the amowatef
ejected during the Chicxulub impact, models (Pierazzo, 2005) indicatethe water
vapor injected into the upper atmosphere by a Chicxulub-sized ingpgceater than
triple the quantity that the middle atmosphere can hold in satmratid the excess will

fall out following cooling. However, if the upper atmosphere igdeeavhich our mod-
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els show, this would change the ability of the atmosphere to hold wathe vapor

phase and prolong the greenhouse effect.

2.4.4 Acid Rain

Two types of impact-induced acid rain following Chicxulub have lpreposed:
nitric acid rain (Lewis et al., 1982; Prinn and Fegley, 1987) and subieid rain (Lewis
et al., 1982). Both are caused by interactions between impact plateeiahand the
upper atmosphere (Toon et al., 1997): (1) impact-produced shockwavesindbevert
N2 and Q to NO and (2) impact into a sulfate- or carbonate-rich tasgeh as Chicxu-
lub, forms SQ and CQ. In addition, fires produce nitrogen oxides and other chemicals
that may later form acid rain (Toon et al., 1997).

There are four major paths of NO formation from atmospheriand Q (Zahnle,
1990): (1) NO is produced by the shockwave as the meteorite plassgghtthe atmos-
phere prior to impact (Prinn and Fegley, 1987; Turco et al., 1984} produced by
the shockwave as the ejecta plume expands upwards through the aten@Bpin@ and
Fegley, 1987). (3) NO is produced as ejecta reenters the upepatne at hypersonic
speeds creating a local shock wave (O'Keefe and Ahrens, 1982).d{djivaheating of
the atmosphere >1500 K would cause chemical reactions favorable fordd@ction
(Sleep et al., 1989). However, Toon et al. (1997) suggest that ificldifo produce
enough nitric acid rain by an impact to cause serious globateffecause energy depo-

sition from the impact plume is at high altitudes where thexdfeav air molecules and
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the air cools more slowly following global shock by an impact thamsalated shock
event such as a lightning bolt. Global amounts of nitric acid rare Weely similar to
those currently experienced in the United States and Europe (Todn #%) and,
acidifying at most 1% of the ocean’s surface waters, not a major erat€vas killer.

The argument for sulfuric acid rain is stronger becauseeo$upport for an abun-
dance of sulfate aerosols in the atmosphere following Chicxulub,sassded above.
Sulfate aerosols react with water vapor to form sulfuric acftlisd into the troposphere,
and fall out as sulfuric acid rain. The environmental effecthisfdepend on the amount
of acid rain produced in the atmosphere and how long it takes to rairsowllaas the
buffering capacity of the environment and the sensitivity of osgasi Sulfate injections
predicted by Sigurdsson (1992) could have caused global acidificatibe oteans via
acid rain (D'Hondt et al., 1994). However, these early experitestalts may be over-
estimated by an order of two magnitudes (Brett, 1992; Pope et al., 49@4yould not
lead to acidification of the oceans. Such smaller estimagesumported by modeling

efforts (Chen et al., 1994; lvanov et al., 1996; Pierazzo et al., 1998).

2.4.5 CQ Enhancement

The carbonate target rock at Chicxulub resulted in the injectisoroé quantity
of CO, into the upper atmosphere, which would have enhanced the greenhoust effect
some degree. Modeling work (lvanov et al., 1996; Pierazzo et al., 1998) suggests a <40%

increase above end-Cretaceous background levels, although other (i@dals and
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Ahrens, 1994) suggest 1-2 orders of magnitude morg Clhe discrepancy is due to
differences in the modelers’ equations of state for calclielwdetermine how much
degassing occurs at a given shock pressure. Pope et al. (1994atedl@umaximum
climate forcing from C@enhancement of +8 W/m which is equivalent to 4°C surface
warming and Pope et al. (1997) predicted even less (<2°C). Thidgsifieant com-
bined with the cooling effect of aerosols and dust (-300 {)viue to vaporization of
sulfates. However, in the long term—after the cooling due to @erdms faded—
impact-induced warming may occur and would agree with oxygen isotadeesstof

early Paleogene marine organisms (Hsu et al., 1982) consistent witmagawent.

2.4.6 Fires

Soot has been identified at the K-Pg boundary at sites around tle(Waibach
et al., 1990; Wolbach et al., 1985). Carbonized plant debris (Smit et al., 1892b)
fusinite (Tschudy et al., 1984) have been identified at the K-Pg bouaddrwgttributed
to fires. Measured carbon isotope shifts are also consisténmassive fires (lvany and
Salawitch, 1993), suggesting a large fraction of the Cretaceous biborassl following
Chicxulub. Large-scale fires have several environmental conseguéhc€ires directly
kill biomass by burning or by thermal damage. (2) Fires prognueke which would
increase the dust opacity and augment surface cooling, potensiafifng similar magni-
tude of cooling as silicate dust (Toon et al., 1997). (3) Fires proguctopins (Crutzen

and Birks, 1982) and would lead to enhanced.CO
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There are several ways that an impact can ignite the $oféson et al., 1997):
As the meteorite enters the atmosphere and ablates it can pfvdsiaan a local scale.
Thermal radiation from the rising impact plume can ignite fioesa regional scale.
Finally, thermal radiation from the global reentry of ejesgitherules may be sufficient to
ignite wildfires on a global scale (Melosh et al., 1990). Thierdaffect is the focus of

Chapters 6 and 7, where thermal radiation from the reentering ejecta iedxpldetalil.

2.5 Motivation

Unlike impacts onto airless bodies where ejecta deposition fromthetejecta
curtain and impact plume can be treated as purely ballistiegges, the Earth has an
atmosphere and atmospheric interactions must be considered in aglyfondchicxulub
ejecta sedimentation. This is particularly true for the immpaone ejecta because, trav-
elling at supersonic velocities, these particles depositge lguantity of energy into the
upper atmosphere. A numerical model is needed to model the atmosgfexts of
impact plume ejecta deposition and understand (1) the mechanicabfstigposition of
the global K-Pg boundary layer and (2) the resulting environmerfdtefof atmos-

pheric ejecta reentry and descent through the atmosphere.
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CHAPTER 3

THE KFIX-LPL TWO-FLUID HYDRODYNAMICS CODE

3.1 Introduction

Two-phase fluid flows are common in both natural and man-made emerds.
Bubbles rising in a pot of boiling water or a carbonated beveragmdrops falling
through air, and foaming ocean waves are common examples. pmesibof mathe-
matical models has been historically motivated by the occurreh¢eo-phase fluid
flows in a variety of industrial contexts such as water arahst@rculating in a nuclear
reactor, gas and air reacting in a car engine, and oil mixittg water in a borehole.
Such numerical tools can be applied to two-phase geologic flovehwitlude mixtures
of rocks and gas in pyroclastic surges, sediment transport in, rivebsdites on the
ocean floor, tephra fallout though the atmosphere, water and sedimiaiars, sand-
storms, fluidized beds, crystal settling through a magma charsbparation of melt
from partially molten rock, and iron/silicate separation durirapetary core formation.
Although the mechanical details of each flow differ, the macrosqupiperties of a two-
phase flow can be described with models involving similar phys&isiilar numerical
approaches can be applied to a wide range of two-phase fluid floslisding disperse
flows involving hypersonic velocities. Although in some ways xineene example of
two-phase flow, the same numerical methods that model boiling wetebe applied to

impact ejecta reentry and sedimentation through the Earth’s atmosphere.
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Whether the flow involves two immiscible liquids, a liquid and adsda liquid
and a vapor, or a vapor and a solid, common to all two-phase flowlissaegnible inter-
faces separating the phases (Liles, 1981). As the two phasexcirdcross these inter-
faces, they can exchange mass, momentum, and energy. Modelinghtbessions is
complex and depends on the relative concentrations of the phases gaddra pattern
of the flow. For example, the flow of disperse spherical vapor bubBlag in a bottle
of soda behaves differently from the flow that results whendoims from an inverted
soda bottle and air replaces the liquid as a series of vapor slugs.

Analysis of two-phase flow starts with the fundamental cwasien equations of
mass, momentum, and energy. These can be expressed as instarfieldeegsations
at every point in space; however, an exact solution of these equaticomputationally
expensive given the complexities of the interfaces at the mmpaslevel. However, a
macroscopic description of the flow is often sufficient, and thal |oestantaneous field
equations can be averaged either in time or space to yieldcamate solution (Liles,
1981). Because the two phases may move relative to each othecchadge mass (via
phase changes or chemical reactions), momentum, and heat,haorene set of field
variables is required to describe two-phase flow dynamicddqiand Amsden, 1975).
A typical two-phase fluid flow model, where each phase isddeas a continuum, begins
with six field equations expressing the mass, momentum, and evfezggh phase aver-
aged over, for example, a cell of finite dimensions. The interfeegarating the phases
are assumed to have no thickness and can only exchange betweesiihdseot

store—mass, momentum, and energy. The field equations are then usttnongethe
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fluxes of mass, momentum, and energy between phases. A compabteisainvolves
constitutive equations, in which each phase is again treatecatdpato describe the
thermodynamic properties of the two phases and the interactibmedmethem. Consti-
tutive equations serve to compute the stresses for both phases arahitiee af material
interaction across an interface using material propertiebeofphases and geometric
properties of the interface (Drew, 1983). Constitutive equations, whrghdepending
on the phases involved and the nature of the flow, describe the ¢rabdachange of
mass (e.g. evaporation and condensation), momentum (e.g. drag, fanckshergy (e.qg.
conductive or frictional heat transfer). In addition, interactionk tié medium contain-
ing the flow (its boundaries), such as a pipe in a nuclear reactosoda bottle, must be
considered. A basic mathematical model of two-phase flow inckigeupled partial-
differential equations expressing the conservation principles and ousneonstitutive
relations.

Even the simplest flows are thus quite complex to model withoutngemeal
computer simulation. The six fundamental partial differential egsican be approxi-
mated by algebraic equations that a computer can solve usirgydistance intervals
(cells) and finite time intervals (time step). In a propedystructed numerical scheme,
as the cell size and time step are decreased, the numesadlil approaches the exact
solution to the original differential equations and so the statality accuracy of the
calculation depend on the choice of these parameters (Liles, 1981).

The KACHINA code (Amsden and Harlow, 1975) was developed at the Los

Alamos Scientific Laboratory for application to two-phase fluahflproblems. It is an
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eulerian program which employs an implicit, multifield solutioethod to solve a finite-
difference representation of the partial differential equtiusing a pressure iteration
solver. The computing technique used by KACHINA is described inldstaiarlow
and Amsden (1975) and Travis et al. (1975), but basically includes impdaiments of
mass convection and equations of state where flow speeds can m@ngsubsonic to
supersonic and phases are implicitly coupled over an eulerian mésfieotells. KA-
CHINA was supplanted by the K-FIX code (Rivard and Torrey, 19ir8yhich im-
provements include the implicit coupling of phase transitions and ici@rfaeat transfer
to the fluid dynamics in the pressure iteration. The resultmtgfdifference representa-
tions of the partial differential equations drdly implicit in the exchange (‘FIX’) of

mass, momentum and energy.

3.2 The Original K-FIX Code

A complete description of K-FIX can be found in its manual and suppltame
material (Rivard and Torrey, 1978). In K-FIX, the field equationsefach phase are
coupled through the exchange of mass, momentum, and energy and throcmgidihen
of pressure equilibrium between phases. Each phase has its owofrfiskl equations
which include the effects of phase changes, interfacial frictiooh tlzermal gradients on
mass, momentum, and energy transfer. The equation of stateHqurees® is defined, in
which pressurd® and internal energly are the independent variables used to determine

densityp and temperaturé. Viscous stresses are also defined.
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The partial differential equations are written in finite-elifnce form so that they
can be solved numerically and solutions are obtained in either plamarical, or
spherical geometry. Each computational cell has some volumeofréc{or 1- 6) of

each phase such that the microscopic depSisydefined as
pg '— epg [31]

p'=Q2-0)p [3.2]
wherepy is the microscopic density of the phasand| andg denote liquid and gas
phases. The velocity components for each phase are centered efl bwacdaries in
the staggered grid configuration (see Patankar, 1980, p.118) and most oihglesar
(density, volume fraction, pressure, internal energy, viscosity, etppesent cell-
centered quantities (

Figure?).

The finite difference equations are solved by a point relaxadicmique which
computes a new cell pressure and iterates, adjusting the pnesslinearly as a function
of the deviation from mass balance, until the convergence critexiamet in all cells.
The convergence criterion we use is‘liclbg', which maintains energy conservation
throughout our ejecta simulations. Determining to what decimal glaceergence is
required depends on the time step and the total number of computatyoted in a
simulation. During each iteration, a pressure solution meetingotih@rgence criterion
is determined for each cell and the densities, volume fractiodsinass fluxes are up-
dated. This is repeated iteratively until all cells meetcthrevergence criterion simulta-

neously. The pressure iteration solves the mass and momentum eqta@titnes two
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phases and yields a partial solution for the energy equations: cAfteergence, a final

solution for the energy equations is obtained.

y
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Figure 7. A typical computational cell of indices (i,j) in KXFEhowing the relative
spatial locations of the variables used in the finite-differesgpgations. The velocity
components for each phase are centered on the top and right cellresiadd Q repre-
sents all other variables, which are cell-centered. Based on Rivard and T8it8Y, (

K-FIX includes several boundary conditions for the perimeter otttimputing
mesh: fixed, free-slip, inflow, and outflow. The boundary conditions @ficreed using
a single row of fictitious ‘boundary cells’ on each side of theshmiat can exchange

mass, momentum, and energy with the adjacent ‘active cells’daegdio the boundary
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conditions. Fixed boundaries are no-slip rigid walls, where thecikiels of both phases
at the boundary is zero. This is achieved by setting the taalgegibcities of the ficti-
tious boundary cells equal to those of the adjacent computationabuatlis opposite
directions. In contrast, the phases slide freely with no reductieglacity across a free-
slip boundary, which is implemented in K-FIX by setting the tatige velocity in a
boundary cell equal in direction and magnitude to the adjacent compultatatinaln-
flow can be prescribed (phase velocities of inflow boundary esedisset by the user)
along the bottom and left mesh boundaries and continuative outflow is poasib) the
top and right mesh boundaries, for which the boundary cells have identical normal veloci-

ties as the adjacent computational cells.

3.3 Modifications in KFIX-LPL

KFIX-LPL is a modified version of the original K-FIX code thets been adapted
for use in impact ejecta-atmosphere studies. The basic fiffikeetice equations and the
iterative pressure solution are (mostly) unaltered, but congétuélations have been
implemented to describe the air and ejecta phases and the iotelstiveen them. The
following common variables (in cgs urfitsare used wherg denotes the gas phase (air)
andl denotes the liquid phase (impact ejecta spherules):

P Pressure (dynes/én

Py P Microscopic density (g/cth

2KFIX-LPL simulations presented here were run in cgs units, which is remnantHfeom
original K-FIX code. The code is adaptable for other metric unit systems.
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Macroscopic density (g/ctn
Temperature (K)
Specific heat capacity at constant volume (&rdg)
Specific internal energy per unit mass (erg/g)
Vertical velocity component (cm/s)
Horizontal velocity component (cm/s)
Particle radius (cm)
Interfacial surface area per unit volume (1/cm)
Volume fraction of gas phase
Volume fraction of liquid phase
Shear viscosity (g cims?)
Dynamic viscosity (g cihs?)
Cell dimension (cm), where cells are square

Computational time step (s)

3.3.1 The Gas Phase (Air)

3.3.1.1Equation of State

Air is assumed to behave like a perfect gas according ta¢hégas law, but the

equation of state is extended to high temperature and low presgures encountered

in the upper atmosphere during ejecta reentry where ionization olpieric gases
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occurs. Using approximate fits to the detailed numericapcations of Hansen (1958),

the current equation of state is suitable for pressures of 0-4@bartemperatures of O to

6000 K:
d 2 % a
T = I e 33
° p-318 (3j d [3:3]
C, =344810°(a+bT,?) [3.4]
3.448x10'P
=T 35
Ps =PI, [3:9]
where the intermediate variablad, ¢, andz are
a=20.785 [3.6]
793x10°
c=29x10°| o [3.8]
4571x10°8T?
z2PT)=1+ —— —% [3.9]

011
P

3.3.1.2Pressure and Temperature Gradients

For ejecta reentry simulations, the initial megipraximates the Earth’s atmos-

phere. We implemented routines to calculate thmimpressure and temperature proper-



71
ties of the air as a function of altitude. We asswan exponential equilibrium pressure

distribution for the Earth’s atmosphere such that

,gh

P=Pe /" [3.10]

whereP, is the pressure at sea lewgls gravity,h is altitude (of the cell center), afd
is the specific gas constant for air. The atmospeassumed to be initially isothermal
with the gas phase in every cell set to 273 K.

The actual structure of the Earth’s atmosphereotsso simple. US Standard
Atmosphere tables (1976) show (Figure 8) that athesmal atmosphere with an expo-
nential pressure gradient as a function of altitadly (sinceTy is constant) is a decent
approximation up to ~100 km in altitude. Abovesthihowever, the thermosphere in-
creases in temperature, reaching 600 K at 150 kindd. We use the simplified pres-
sure and temperature model instead of relying boléa data because the atmospheric
reentry of impact ejecta quickly alters the struetaf the upper atmosphere beyond any
natural variations. Compression of the upper apfnese changes its density structure
and the air heats up to several thousand degrdesKliring spherule deceleration, far
exceeding the normal several hundred degree ireirdbe thermosphere. All the simu-
lations presented here employ an isothermal ingialosphere, however future simula-

tions will explore the effects of this assumption.
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Figure 8. (a) Temperature and (b) pressure of @uehis atmosphere as a function of
altitude according to U.S. Standard Atmosphere ¢l @ata.
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3.3.1.3Viscosity

The shear viscosity of air is adapted from an edsigosity approximation by Hirt
(2005):

ty = 003p 0y AX [3.11]
Whereugi; is the variation in gas velocity across the céluring reentry of Chicxulub
ejecta the eddy viscosity in our simulations rarfges 6.5 x 1¢ g cmi* s in the upper
atmosphere to 0.28 g ¢hs” near the ground.

The dynamic viscosity of air is approximated bagedapitelli et al. (2000) for T
< 10,000 K (Figure 9):

ng =2x10°T "% [3.12]

2.0E-03 |
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1,0E-03 |

Dynamic Viscosity (gcm™ s™

5.0E-04

oCE+0O0 ¢ —
0 2000 4000 6000 8000 10000
Temperature (K)

Figure 9. Dynamic viscosity of air as a functiont@iperature. Blue dots are Capitelli et
al. (2000) data points and the line fit to the datdne exponential function used in KFIX-
LPL. Air temperatures in the Chicxulub ejecta dations are <5000 K.
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3.3.1.4Phase Changes

No phase changes are permitted at this time. althemains in the vapor phase

and cannot condense. lonization is considerechénequation of state because high

temperatures are experienced in the upper atmasplieing spherule reentry.

3.3.2 The Liquid Phase (Ejecta)

3.3.2.1Equation of State

The ejecta spherule phase is treated as a simmenpressible fluid according to

the following equation of state in which the sphesuare assumed to have thermody-

namic properties and density of average basalissg{Bass, 1995; Clauser and Huenges,

1995):
C, = 92x10° [3.13]
p=2777 [3.14]
T =T, + 10 [3.15]

whereTy is the reference temperature (273 K) &g the internal energy at the refer-

ence temperature (2.512X1€rg/g).
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An actual spherule, if molten, would display socoenpressibility. However, the
incompressible fluid approximation, which assumesstant density at all pressures, is
satisfactory for ejecta spherules. The bulk moslidu which describes a substance’s
resistance to uniform compression, is ~6%Xynes/cm (~60 GPa) for average basaltic
glass (Bass, 1995). The bulk modulus is definetth@pressure increase causing a given
relative decrease in volume:

K=y [3.16]
oV

A 250 um impact spherule decelerates through thmeruptmosphere, heats up, and
reaches its terminal velocity at ~70 km in altitud®etween 150 km in altitude and 70
km, the pressure increase is ~6.4%@@nes/crm which results in a volume decrease of
only ~10°%. Even if the change in pressure to the grourmbisidered, at which point
there is no possibility of molten spherules, theur® decrease is still only ~$@6. This
volume change is insignificant and the incomprdesgiguation of state is a valid macro-

scopic approximation for the purposes of the ejesmtatry problem.

3.3.2.2Surface Area

The impact ejecta are modeled as spherical pastiwsith radiusa. KFIX-LPL
does not model individual spherules, but ratheerdam volume fraction of the spherule
phase dispersed into discrete droplets in each €&l a given cell volume, the surface
area is the total surface area of some numberharggal particles. In other words, it is

the total interfacial area between phases in geelunit volume:
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A 3(1; 0) [3.17]

This treatment of the interfacial area assumes doncentration of the liquid phase in
dispersed droplets where particles do not shafacarea with each other. It is also

apparent that this treatment limits all particlesiigiven cell to a single shape and size.
3.3.2.3Viscosity

The ejecta phase is modeled assuming no shearsitisc This is adequate be-
cause the particles are largely solid and dispears#te air phase as small droplets at low

concentrations.
3.3.2.4Phase Changes

No phase changes are permitted for the ejectaepatshis time. The ejecta
spherules are assumed to retain all their massighout the simulation. If the particles
remain above their melting point for long enougdblaton is significant and this assump-
tion is incorrect.

3.3.3 Particle Injection

Both liquid and gas phases can be injected aans®flow boundary into the

computational mesh. The original K-FIX code asssitiat the properties and rate of
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inflow are constant. KFIX-LPL includes modificati® to allow inflow parameters to
vary with time. For the impact ejecta simulatiowg, inject ejecta droplets along with a
small mass of air. The mass flux of the liquid sghanto the mesh is expressed as a
function of time (e.g. a pulse of ejecta reentetimg atmosphere from the impact plume)
and, based on the microscopic density of the lignndse and the liquid inflow velocity,
this is converted to liquid and gas volume fractiomacroscopic densities, and internal
energies in the boundary cell. The air phase kas @r small) velocity in the inflow
boundary cells so as to inject primarily spherules.

Each phase is restricted to a uniform directiommation, velocity, and particle
size in a single computational cell. However, \aa gary these parameters in the inflow
cells with time which is useful for many geologimblems. Variable particle radii (or
the relation of interfacial surface area to liquaume) are possible only if the different-
sized droplets remain in separate cells. We hanyseimented an advection scheme to
advect particle radius with the liquid velocitylfieas the ejecta particles fall through the
atmosphere, although this was not required forsthraulations presented here which use

only a single spherule size throughout atmosphiegatry of ejecta.

3.3.4 Drag Coefficient

K-FIX defines an interfacial friction function fanomentum exchangey which

depends on the drag coefficigdd. We initially used the exchange function of Harlo

and Amsden (1975, Equation 12), which is valid d@perse spherical particles in uni-
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form Stokes or turbulent translation through thporgphase. Conventional treatments of
frictional drag assume that the vapor phase catrdated as a continuum. However,
small ejecta particles entering the upper atmogphehypersonic velocities are typically
much smaller than the mean free path of gas masatlthese altitudes and the particles
are in free molecular flow. The Amsden and Har{@@75) drag expression is not accu-
rate for such flow conditions and overestimategydmces for the initial spherule de-
scent through the upper atmosphere.

We derived a new drag coefficient function forphere at all velocities from the
continuum flow limit (Stokes/turbulent) to the seoaintinuous regime approaching free-
molecular flow (Melosh and Goldin, 2008). It wasrisled from an expression in the
aerospace literature (Crowe, 1967) that describegrtotion of small solid particles in
hot gases streaming from a rocket nozzle. Thedrewy coefficient, which is defined in
Melosh and Goldin (2008) is a complex function lo¢ Reynolds Re and Mach )
numbers and includes viscous terms. The dragiceff is incorporated in a new ex-

pression for momentum exchange:

37(1-6)ReG (Re M)
160a*

K, = [3.18]

The new drag coefficient is applicable for the sgf Reynolds numbers (which relate
to the flow regime) and Mach numbers (which retatéhe flow velocity) experienced by

impact ejecta during descent through the Eartimsaphere.
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3.3.5 Heat Transfer

Similarly, a new heat transfer function and foctifactor (see Melosh and Goldin,
2008) was derived from existing expressions in dlkeospace literature (Carlson and
Hoglund, 1964) in order to accommodate the rangdélosy regimes experienced by
impact ejecta during atmospheric descent. ThanaiidK-FIX code contains terms that
describe frictional heating and heat transfer betwiquid and gas phases. K-FIX as-
signs all frictional heating to the gas and thaiitigcan only be heated by conduction
from the hot gas. However, at the high speedsreetqpeed during ejecta reentry, the gas
may heat the liquid directly via compression anctitsn regardless of temperature gradi-
ents and new terms must be added to the energlydplations. Furthermore, frictional
heating must be compatible with aerodynamic dragrder to conserve both energy and
momentum. The heat transfer function computehéad exchange between phases as a
function of the Nusselt numb#iu, which represents the ratio of convective to catiga
heat transfer. We modified an existing expres$orrthe Nusselt number (Carlson and
Hoglund, 1964) to extrapolate correctly to the fiackgas limit, which is encountered by
reentering impact ejecta in the upper atmosphé&iegee new Nusselt expression (Melosh
and Goldin, 2008) is a function of Mach, Prand®l)( and Reynolds numbers and is
incorporated into the heat transfer functi®such that

a_ 3k, (1-0)

oz Nu [3.19]

wherek, is the thermal conductivity of the gas phase.
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We also derived an expression for the heat tramsfdriction o which is a func-
tion of the Nusselt number, drag coefficient, anecbvery factorr and represents the
fraction of the total energy that is transferredthie particle (see Melosh and Goldin,

2008):

a:-ﬁi( N“j [3.20]
7Cq \RePr

wherey is the ratio of specific heats aad< 1. Although in most continuum flow re-
gimesa ~ 0.5 and frictional heating is split evenly betwgdrases, in the rarefied gas

limit o =~ 0.86 and most of the frictional heat goes inwhrticle phase.

3.3.6 Thermal Radiation

A thermal radiative transfer model, which includagsical opacity using a diffu-
sion approximation iterative technique, was devetbpy H. J. Melosh and implemented
within KFIX-LPL. An overview of the thermal radiah model is presented in Chapter 7
and a complete description can be found in Appe@ixThe radiation calculation in-
cludes special treatment for the mesh boundaries lfjow much thermal radiation is
permitted to escape vs. be reflected at the boyh@ad is coupled to KFIX-LPL at the
end of each computational cycle of time interkélwhen the final energies are deter-

mined:
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| =1, -, (40T —cU) t [3.21]

I, =1, —r, (40T} —cU) 4t [3.22]
whereU (erg/cnd) is the radiation energy density, andx (cnf/g) are the opacities of
each phase¢ (cm/s) is the speed of light, andis the Stefan Boltzmann constant
(5.67x10° erg cn¥ K* s'). The option for simple black-body thermal raitiat in
which patrticles radiate their heat according to $tefan-Boltzmann law and all radiated
thermal energy is removed from the mesh, hashkasa incorporated into KFIX-LPL as
an alternative. In this case, thermal radiatioma$ absorbed by either phase and a

change in thermal energy (heat loss) occurs omlthi®liquid phase:
| =1, {A—?‘(T,“ —Tb“)} At [3.23]

whereT, is the average background temperature. This opigmeferable for problems
where the opacity of either phase is low and usigfull iterative radiation solver is
unnecessarily expensive. However, as will be shiom@hapters 6 and 7, the full thermal
radiative transfer model with opacities is requifedthe Chicxulub ejecta atmospheric

reentry problem.
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3.3.7 Other Practicalities

In addition to the original boundary conditiongripdic boundaries have been
added. If one boundary is periodic, then the op@dmundary must be also be periodic.
This modification is important for the ejecta reagnproblem because we cannot model
the entire Earth’'s atmosphere, but instead jusareow slice. That narrow slice is not
contained by any medium (e.qg. rigid walls) and arass, momentum, or energy of either
phase must be allowed to freely exit the sideshefrhesh. Since we assume uniform
inflow across the top of the mesh, we can consemass, momentum and energy by
assuming that any flux out of one side of the nreginters the opposite side.

Massless tracer particles have been added to thecknovement of each phase
through the mesh. Tracer particles can be dig&tthroughout the initial mesh as well
as injected across the inflow boundary. The ratehach the tracers are injected is de-
fined by the user. Some tracer particles are dasigl as history tracer particles and their
locations and velocities and other properties asehlocations are recorded. Tracer
particles also obey periodic boundary conditions.

KFIX-LPL is coupled to the PGPLOT graphics progrand plots its output data
as vector plots and contour plots according to psefierences. These plots are produced
at assigned time intervals while the code runse iBALEplot program routines (from
the ISALE hydrocode for impact simulations) hasoaleen implemented by G. S.
Collins in KFIX-LPL for additional graphic capaliks. This operates by saving a data

file at assigned time intervals and the data cter lze used for plotting. The iISALEplot
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program has the advantage of operating independieath KFIX and plots can be made

to specification post-simulation.

3.4 Code Validation

We conducted a series of simple test problems th#hKFIX-LPL code. The test
problems serve to validate the usefulness of KFP{:lat solving geologic two-phase

flow problems such as ejecta particles falling tiyio the atmosphere.

3.4.1 Stokes Flow in Air

We modeled a simple scenario of particle fall urgtavity through a tank of air
in order to test the ability of KFIX-LPL to reproce Stokes flow. The fall velocities of
50 um spherules with a density of 2.777 g/amere tracked as they settled through a
10x10 square mesiAaX = 1 m) of isothermal (273 K) air with an exponahfressure
gradient (although little change occurs betweeneed and 10 m altitude). We used the
momentum exchange function of Harlow and Amsderv%)9but included only the
viscous term in order to limit the model to viscdlasv. Both spherule and air phases are
initially at rest, but the spherules quickly accate to a constant velocity of 22 cm/s
(Figure 10). The Stokes velocity for sphericaltigles of this size and density falling
through air at 273 K with a viscosity of 1.74E-&mi* s* under standard gravity is 22

cm/s and the model agrees with viscous flow theory.
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Figure 10. Vertical velocity of 50 um spherical tpdes as a function of time in the
middle of a 10x10 msquare mesh of 273 K air at sea level. In orderemove any
component of turbulent flow, the drag equation FRIXincludes only the viscous term in
order to test that KFIX models Stokes flow (22 crfus these input parameters) cor-
rectly.

3.4.2 Equilibrium Pressure Distribution

Using an identical model set-up as in the Stokew test, we also tested the
stability of imposing an exponential pressure ggation air. The model results (Figure
11) show that the pressure gradient is indeed @til@gum and does not readjust upon

starting the simulation. In any computational ctiere are some small oscillations but
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there is no net change in pressure over time. thuhdilly, the oscillations are a product
of the specified convergence criterion: the stridtee threshold for convergence, the

smaller the amplitude of the air oscillations.
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Figure 11. (a) Pressure oscillations and (b) dwcrey oscillations as a function of time
for a 10x10 Ax = 1 m) isothermal (273 K) atmosphere with standpedity. The ampli-
tude of the oscillation depends on the convergeriterion (1E-5 = red, 1E-6 = orange,
5E-7 = blue). Upward velocities are negative.
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3.4.3 Energy Balance

The atmospheric reentry of ejecta delivers a lapgentity of energy to the at-
mosphere and it is important that the models mairgaergy conservation. Due to the
hypersonic velocities of reentry, a small time stepequired in our simulations so even
small errors in the energy balance can build upstsutially over the course of spherule
reentry. We track kinetic, gravitational potentiahd internal energies for both phases in
all cells. At the end of each computational cy€¢EX-LPL compares the total energy in
the mesh with the expected total energy. The dgfdeotal energy is calculated as the
initial energy in the mesh, plus energy added hyegge reentry, and minus energy
removed by thermal radiation. If the code is othee functioning properly, poor energy
conservation can be improved by tightening the eogence criterion employed by the

pressure iteration at the heart of KFIX-LPL.
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CHAPTER 4

THE CHICXULUB EJECTA MODEL

4.1 Introduction

Previous studies of the deposition of Chicxululpatt plume ejecta and its at-
mospheric consequences on the end-Cretaceous remeand (i.e. Alvarez et al., 1995;
Durda and Kring, 2004; Kring and Durda, 2002; Melestal., 1990; Toon et al., 1997)
treated ejecta transport to the Earth’s surfac@lgims particles settling through an unal-
tered atmospheric column following ballistic delydo the upper atmosphere. How-
ever, at great distances from Chicxulub where tbbay K-Pg ejecta layer is found, the
ejecta reenters the atmosphere at high speeds K&/K), delivering a large quantity of
energy to the atmosphere and exerting large fayoehe air molecules during decelera-
tion. Decelerating spherules both heat and digpdéicleading to an altered atmospheric
density and temperature structure. Any changethd@oatmosphere in turn affects the
settling of particles by modifying both their temal velocities, as well as the conditions
required for density current formation.

A numerical model is required that treats theiplag and air as two fluid phases
that can exchange mass, momentum, and energy dbeoparticle surfaces. The model
must accommodate accurate drag, heat transfethandal radiation transport functions
for the ranges of velocities, flow regimes, and miae paths experienced by the spher-

ules during descent through the atmosphere. Wittodel capable of these spherule-air
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interactions, KFIX-LPL, we can study how the atmum@’'s temperature and density
distribution is altered, which is essential for lexaing post-impact atmospheric chemis-
try and ejecta sedimentation mechanics, including fast the ejecta is deposited and in
what flow regime.

In this chapter we present a general model fooapheric reentry of Chicxulub
ejecta from the impact plume and describe theaetens between the falling ejecta and
the Earth’s atmosphere. Although impact plume nedtenay be launched ballistically
from the impact site, the descent of condensedraf@sethrough the atmosphere is modi-
fied by interactions with both the air and othehesules and is far from a ballistic proc-
ess. We also hypothesize that ejecta-atmosphraions explain two enigmas ob-
served at distal K-Pg boundary localities: the ammf thickness of the ejecta layer and the

presence of shocked quartz in these high-energjeegieposits.

4.2 Model Setup

We modeled the atmospheric reentry of Chicxulupdat ejecta and the subse-
guent deposition of ejecta through the Earth’s ahere using the KFIX-LPL two-
phase fluid flow code. For the Chicxulub probletme two phases are impact ejecta
spherules and air. The properties of each phasalescribed in detail in Chapter 3,
where the air phase has the average propertidseedEarth’s atmosphere and the ejecta
phase is dispersed into spherical droplets withatrezrage properties of Chicxulub spher-

ules. The initial KFIX-LPL model mesh approximage450-km high slice of isothermal
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Earth’s atmosphere with standard gravity and aroeaptial pressure gradient. The left
and right mesh boundaries are periodic, the botioandary (at the ground) is free slip,
and the top boundary is an inflow boundary, intachithe spherules are injected. The
models presented in this chapter use a mesh 680high and 120 cells wide (30-km-
wide mesh), which represent our highest resoly@&® m) models to date.

250 um basaltic spherules, representing the asesame and composition of
spherules in the global K-Pg ejecta layer (Smi29are injected uniformly across the
top of the model atmosphere at 45 degrees andkat/8. In reality, ejecta from the
impact plume would enter the atmosphere at a rahgagles and velocities. All parti-
cles in a single computational cell must be theesame and velocity and so we use
average values for distal Chicxulub ejecta. Thearfux of spherules approximates the
ballistic atmospheric reentry calculations by Mel¢$B90) as a triangular pulse lasting
for one hour and peaking after 10 minutes, wheeetdkal mass of spherules ejected per
unit area is equal to the average spherule masstgerserved at distal localities (0.5
g/cnf) according to Smit (1999). As they decelerat¢hie atmosphere, the spherules
dissipate their heat according to a complete theradhation model which includes the

effects of optical opacity for both phases.

4.3 Model Results

The spherules streak through the upper atmospimgially at 8 km/s, but decel-

erating rapidly due to drag as denser air is eneved at lower altitudes. The spherules



90
reach terminal velocity at ~70 km in altitude (Figu.2). A layer of spherules accumu-
lates at this altitude, which becomes denser a® mherules enter the atmosphere and
thickens at the rate of the spherule’s terminabeity (Figure 13). If spherule reentry is
uniform across the top of the atmosphere, asint ur nominal Chicxulub model, then
the resulting cloud below is also laterally unifoimmdensity, assuming the layer is stable.
If the layer is unstable, due to sufficient densiontrast with the underlying spherule-
free air, then turbulent density currents can f@mna the particles concentrate into de-
scending plumes (density current formation willdiscussed in the next chapter). The
spherules decelerate predominately in the vertigalction; thus a large portion of the
horizontal velocity component remains after théiahideceleration and the spherules in
the cloud flow horizontally at ~5 km/s at the toptlee cloud, slowing as the particles
continue to settle through the atmosphere. Thaahe spherule cloud is accelerated to
horizontal velocities of up to ~5 km/s due to motoem exchange with the spherules.
Thus, spherule reentry induces high horizontal wimathe mesosphere.

Although the atmosphere initially has an exporamdressure gradient, the injec-
tion of spherules at hypervelocities compresseatimsphere (Figure 14) resulting in a
more rarefied upper atmosphere and a denser lawersphere (Figure 15). The altered
density structure affects the fall of subsequemesges, both in the upper atmosphere
where spherules encounter fewer obstacles/lessaidgn the lower atmosphere, where
the spherules have lower terminal velocities thiotige denser air and instability is

easier to initiate.
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Figure 12. The relative velocity between phasesthed/olume fraction of spherules as a
function of altitude after 1 minute of Chicxulubhgpule reentry. The spherules deceler-
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concentration at this altitude.
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Figure 13. Contour plot showing the macroscopicsitgn(g/cn?) of spherules in the
model atmosphere (a) at 5 min and (b) at 10 miresAare in kilometers. Note different
contour legends.
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Figure 14. Log pressure (dynefyncontours in the model atmosphere (a) at 0 miii(pr
to spherule reentry) and (b) at 10 minutes (maxinmiass flux of spherules). Note the
even spacing of contours for the initial atmospliveith an exponential pressure gradient
as compared with the compressed atmosphere. Ageas kilometers.
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Figure 15. Contours of log macroscopic air dengifgnt) in the model atmosphere (a)
at 0 min (prior to spherule reentry) and (b) atmlidutes (maximum spherule mass flux)
showing compression of the atmosphere from th&irekponential pressure gradient as
reentry progresses. Axes are in kilometers. Mdterent contour legends.
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The deceleration of particles from high velocigsults in the conversion of a
large quantity of kinetic energy into thermal enerdf the spherule phase was unable to
dissipate this heat, the spherules would becomieosdhat they would ablate entirely.
There is no evidence for this in the global K-Pgasts where spherule preserve a relict
crystalline texture and spherical shape—evidencgnag complete remelting during
reentry. The use of a thermal radiation model RXLPL allows the spherules to
radiate heat according to their temperature anckthaency of this depends on particle
size. Because the spherules are small and haigh adrface area to volume ratio, they
can radiate their heat efficiently. At the staftttoe model, the decelerating spherules
reach maximum temperatures of ~1600 K (Figure 16)er the first few minutes of
reentry, the maximum spherule temperature decreéases300 K where it remains fairly
constant for the remaining duration of spheruletige Without considering atmospheric
interactions, it would be assumed that the sphemuteuld all experience the same maxi-
mum temperature because they are injected withicdérsize and energy throughout the
simulation. However, when atmospheric interactiares considered, the compression of
the atmosphere alters spherule deceleration ameakss the peak temperatures because
decelerating spherules encounter less atmospl@nee the atmosphere is compressed,
the temperatures remain fairly constant, as caseba in contour plots (Figure 17) where
the altitude range in which the spherules are hdttae temperatures within this region

are maintained throughout the remainder of spheadstry.
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Figure 17. Spherule temperature (K) contour plpateger 5 min and (b) after 10 min
showing the presence of hot spherules decelerttinggh the upper atmosphere and the
decrease in peak temperature due to alteratidmeafipper atmosphere's density struc-
ture. The band of spherules below 70 km is cogierling to unheated atmosphere
below. Axes are in kilometers. Note different twur legends.
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The air in the upper atmosphere also heats uptaliectional and conductive

exchange with the spherule phase. Unlike the sidgrgreenhouse gases are not black-
bodies and absorb/emit infrared radiation over momapart of the spectrum, not at all
frequencies like solid blackbodies. A greenhousergolecule emits thermal radiation in
all directions, some of which may be reabsorbedthgr gas species. Thus, air is not as
readily able to radiate its heat as thermal ramliesio its temperature continues to increase
(Figure 18), reaching >3000 K just 10 minutes spberule reentry and eventually reach-
ing temperatures at which gas species begin todeat®e and ionize. Although there is
some pressure dependence di3sociates at >2000 K ;Mlissociates at >3000 K, and the
dissociated atoms are ionized at >6000 K (Hans@s3)L The thermodynamic behavior
of air in the upper atmosphere at high temperatimeiiding dissociation and ionization
effects is described by Hansen (1958). The amée¢he spherule layer remains cool and

isothermal.

4.4 Ejecta Distribution: Patchy or Continuous?

In distal K-Pg boundary sites >7000 km from Chiasyl the thickness of the
ejecta layer is fairly uniform at 2-3 mm (Smit, B99at least in the most undisturbed
localities. Unlike ejecta deposits closer to thater, which contain ejecta curtain mate-
rial and decrease in thickness as a function dadce from the crater, the distal impact
plume ejecta deposits show no such trends in tegkn Why is the global K-Pg bound-

ary layer uniform in thickness regardless of diseafitom Chicxulub?
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Figure 18.Air temperature (K) contour plots of the model asploere (a) at 5 minutes
and (b) at 10 minutes showing the heating of thpeu@mtmosphere above 70 km as
spherule reentry mass flux increases. The lowapsphere remains cool regardless of
the flux of decelerating spherules above. Axesrafelometers. Note different contour
legends.
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Secondly, the global layer is uniform in thicknesgardless of geographic loca-
tion, which is also problematic given our currentlerstanding of cratering mechanics.
Studies of ejecta on airless bodies as well as fexplosion craters suggest a non-
uniform distribution of ejecta by impact crateripgpcesses along a path equidistant from
the crater. The most distal ejecta observed omrgtitanets are crater rays, which are
ephemeral bright albedo features forming radi@adts from fresh craters. Rayed craters
have been found on all airless bodies to date (Melb889) and include the lunar crater
Tycho, whose rays cross most of the visible hengsplbf the Moon (Figure 19). Photo-
graphs of the expanding impact plume from nucleguasion craters (Glasstone and
Dolan, 1977, Figs. 2.18, 2.32) show patches ofeh@thd cooler areas, suggesting ejecta
travelling at variable velocities and thus non-amfi expansion of the impact plume.
Although the origin of crater rays remains uncl@are they depositional or erosional
features?), as does the scaling of nuclear expledio a Chicxulub-sized impact, there
seems to be something intrinsically non-uniform wbihe transport of impact plume
material on airless bodies. However, there is videmce for rays or any other kind of
clumping of ejecta in the distal Chicxulub depasit€an atmospheric interactions with
ejecta reconcile a heterogeneous distribution extajinto the top of the atmosphere with

a uniform deposit on the ground?
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Figure 19. The Tycho crater on the moon and itghvmiays. Lick Observatory Photo.

To test this hypothesis, we modeled a scenariohith spherules reenter the
atmosphere across only one-half of the model medlobserve whether this distribution
holds and the particles are deposited only on ahe af the mesh, or whether lateral
redistribution of ejecta occurs during transporbtiyh the atmosphere. We inject 250
pm spherules at double the mass fluxes employgdemominal simulation (uniform

spherule reentry across the width of the meshhsadtal mass of injected material is the
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same for both models. In the partial-reentry céise,spherules reenter the atmosphere
vertical at 8 km/s so that any horizontal movenmwngéjecta must be attributable to at-
mospheric interactions, not the original horizontalocity component. The models
presented here are at lower resolution (5 km), wiscmuch too coarse to resolve the
exact behavior of the settling spherules, in paldicdensity current formation. How-
ever, the resolution is sufficient to illustrate theneral influence of atmosphere-spherule
interactions on the ejecta redistribution. Becatise coarser resolution shortens run
times, the models shown here use wider computdtimeahes (100 km wide, 150 km
tall)

Initially, the particles decelerate vertically tioeir terminal velocities and accu-
mulate in a layer on one side of the mesh accortbnthe reentry distribution. The
injection of high velocity ejecta on only one siolethe mesh results in one side of the
atmosphere becoming more compressed than the wiriidtside and a pressure gradient
develops between the two sides of the model atnevephAt the altitude at which spher-
ules accumulate (~70 km), the air is denser orsithe of the mesh with spherule reentry
(not to mention the additional density of the sples) than the spherule-free side. The
spherules spread horizontally across the presstadiegt (Figure 20), producing an
increasingly uniform cloud of spherules despitertba-uniform inflow above. In higher
resolution runs (not shown here because they usewer meshes that are not very
illustrative), lateral density currents appear aonf and spread the spherules even more
effectively. This effect has not yet been explomedetail because high resolution runs

on wider meshes (i.e. 100 km wide as in lower-ntgsgmh runs) are needed.
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Figure 20. Macroscopic spherule density (gcafter (a) 2 min, (b) 10 min, (c) 60 min,
and (d) 100 min in a model of vertical spherulenteeacross only the left half of the
mesh. Axes are in kilometers, resolution is 5 kg left and right boundaries are peri-
odic. Note different contour legends.
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4.5 The Shocked Quartz Enigma

Although the discovery of shocked quartz, in dddito the extraterrestrial geo-
chemical signature, was proof for the meteorite antphypothesis, there are several
reasons why the presence of shocked quartz inlthalgk-Pg layer is surprising (Alva-
rez et al., 1995): (1) The iridium, spherules, a&hiearing spinels of the global bound-
ary layer originate from the hot impact plume whainsists of melted and vaporized
target and projectile material, conditions not aacide to shocked quartz survival. (2)
The distribution of shocked quartz appears to lyenasetric (Alvarez et al., 1995) and
the size of shocked quartz grain varies with distafrom the crater (Croskell et al.,
2002), despite the fairly uniform thickness andpemties of the global K-Pg boundary
layer. (3) Finally, the shocked quartz is founceiren the most distal deposits, despite
the high velocities required for transport to sgehat distances and the fact that either
the shocked pressures required for ejection (Alvateal., 1995) or heating following
atmospheric reentry (Croskell et al., 2002) at ¢heslocities would lead to annealing of
shock features. Recent models of Chicxulub ejémtanation and transport from the
impact event suggest that basement material, whitie source for shocked quartz and
zircon grains, is ejected at velocities <3 km/s amdild be unable to reach distal loca-
tions (Artemieva and Morgan, 2008).

Alvarez et al. (1995) invoked a third ejectiomgess, a “warm fireball”, in addi-
tion to the impact plume (*hot fireball”) and ejaaturtain to explain the shocked quartz

enigma. Artemieva and Morgan (2008) proposed abatistic mechanism for shocked
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quartz dispersal to distal locations via “skiddinghere the hot upper atmosphere ex-
pands laterally and allows the particles to “flo&Colgate and Petschek, 1985) around
the globe.

Our models suggest a simple mechanism for thepah of lower velocity ejecta
radially outward from the impact crater. The ob&geentry of ballistic ejecta from the
impact plume creates strong winds in the atmospbetween 50-70 km in altitude, due
to the remaining horizontal velocity component daling vertical deceleration through
the upper atmosphere. Faster materials are ejoimdthe target earlier, thus setting the
atmosphere in motion before or as the shocked alimgains reach it. If the shocked
minerals reach these altitudes, they would be swejaty by the outward atmospheric
flow, accelerating with increasing distance frora tirater as the average velocity of the
reentering spherules increases. The larger shapkadz grains would settle through the
horizontally flowing spherule layer faster than #eragrains and the average grain size

would decrease with increasing distance from CHidxu

4.6 Conclusions

The deposition of Chicxulub impact plume ejectdaton the global K-Pg bound-
ary layer cannot be described by the passiversgitli particles through the atmosphere.
In fact, the relationship between the ejecta amdatimosphere is a dynamical one. Hy-
pervelocity spherule reentry compresses and hbetsigper atmosphere and generates

high horizontal winds if reentry is oblique. Theghsrules themselves heat up, accumu-
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late in a layer at ~70 km in altitude, and setilbez individually or collectively in a flow
regime controlled by the altered atmospheric stinectand the density of the particle
layer. Ejecta-atmosphere interactions may expidig the K-Pg boundary is uniform in
thickness in distal localities regardless of diseafrom Chicxulub and why low-velocity
shocked quartz and other mineral grains are foartle deposit of high-velocity impact
plume ejecta. Although KFIX-LPL is a purely phyaianodel (no chemistry), under-
standing the evolution of the atmospheric tempeeatind pressure structure over the
course of spherule reentry is essential for evalgaierturbations of atmospheric chem-

istry following the Chicxulub impact and assesdimgir environmental effects.
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CHAPTER 5

VERTICAL DENSITY CURRENTS: IMPLICATIONS FOR
SEDIMENTATION AT THE K-PG BOUNDARY

5.1 Introduction

Fine sediment is sometimes deposited more rapiditly turbulently than the set-
tling of individual particles would allow. This gma is illustrated by volcanic tephra-
fall layers in marine sediments, which display ele#gristics inconsistent with deposition
by passive settling through the ocean column sscsharp basal contacts and high con-
tents of juvenile volcanic material (Bradley, 19&arey, 1997; Carey and Sigurdsson,
1980; Sigurdsson et al., 1980). Measurements ¢irdefall in the ocean following the
1991 eruption of Mount Pinatubo yielded settlingesatwo to three orders of magnitude
greater than the predicted Stokes law velocity 80 et al., 1995). Carey (1997) per-
formed a series of tephra-fall experiments whepdr® of a given size fraction were
dropped at a constant mass flux into a tank filleth water. Initially the tephra veloci-
ties were consistent with Stokes flow settlingrafividual particles. As the experiments
progressed, the concentration of particles neastince and the thickness of this layer
increased until the layer became unstable and,ongganied by a tenfold increase in
velocity, the tephra particles were rapidly transgd by density currents to the bottom of
the tank.

Carey thus proposed that rapid deposition of &bli layers is due to transport

through the ocean column by vertical density cuserExperiments into stratified envi-
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ronments with varying salinity (Manville and Wilsa2004) further supported this claim
and qualitatively agreed with other experimentatists of vertical density current forma-
tion involving a pulse of fine particles fallingtona fluid (Bradley, 1965, 1969). Gener-
ally stated, if the mass flux of small particlesigficiently high, a fluid medium (water,
air, etc.) can be loaded to the point where thesithenf the particle-fluid layer exceeds
the density of the fluid below. The particle layleen becomes unstable, density currents
form and the particles fall collectively, ratheathindividually.

In addition to volcanic eruptions, meteorite imisaalso produce large quantities
of fine material which can be preserved as distentrs in the Earth’s stratigraphy. The
best-known of these impact layers is at the Cretaz®aleogene (K-Pg) boundary (65
Ma) and is associated with the end-Cretaceous mxéiseteon event. Linked to the 180-
km Chicxulub crater on the Yucatan peninsula, tReg<boundary impact layer is found
worldwide and, in most distal localities, consistsa 2-3 mm layer composed primarily
of altered impact spherules with a 250-um average (Smit, 1999). From impact cra-
tering theory, it is known that the Chicxulub impaeould have produced an impact
plume composed of melted and vaporized target aogqgiile material (Melosh, 1989;
Vickery, 1986). The impact plume would have expgahdlobally and condensed to form
spherical particles (Melosh and Vickery, 1991) vwhiben reentered the atmosphere (if
traveling slower than the Earth’s escape velocitydss clear, however, are the mechani-
cal style and timescale of spherule settling thiotlge Earth’s atmosphere, crucial pa-

rameters for modeling the environmental effect€lbicxulub.
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Previous calculations (Alvarez et al., 1995; Krargd Durda, 2002; Melosh et al.,
1990) assume the spherules settled through thesptmace as individual particles. How-
ever, if atmospheric loading was sufficient to geg instabilities, vertical density currents
must be considered as a viable transport mechauwisiivering spherules to the Earth’s
surface more rapidly and chaotically than previpassumed. Such transport would be
further modified by accompanying winds, water cotse etc. prior to deposition to form
the K-Pg boundary layer.

Understanding the mechanics of K-Pg spherule pamghrough the atmosphere
requires a means to evaluate instability as wedl aamerical tool to model the complex
scenario of hypervelocity atmospheric reentry opact spherules. In this Chapter we
explore density current formation in geologic sgsteanalytically and numerically. A
criterion for the onset of turbulent instability &am incompressible fluid is presented and
is applied successfully to previous experimentallts of Carey (1997). Furthermore,
we have implemented a numerical tool, KFIX-LPLntodel turbulent instability growth.
Models of the test case of tephra fall in water\akdated against both the instability
criterion and experimental constraints. Simulagiaf atmospheric loading of K-Pg
impact spherules from the Chicxulub impact and canispns with criteria for instability
in a compressibleluid suggest density currents did indeed formangporting particles
collectively through the lower atmosphere to thetliéa surface, rather than calmer

settling of individual particles.

5.2 Analytical Criteria for an Incompressible Fluid
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Consider a single small spherical particle of ditend and densityp, falling
under gravityg through a fluid of viscosity; and lower density:. If viscous forces
dominate, the flow is in the laminar regime and plagticle’s terminal velocity is given

by Stokes’ law (Stokes, 1851):

v, = Pemp)9d (5.1]

s 187
Now consider a layer of thicknekscontaining a mixture of particles and fluid
overlying a layer of particle-poor fluid. The difence between the densjiyof the
particle layer and that of the particle-poor flpid(=ps) is equal to (1) (pp-pr) Whered is
the volume fraction of water. If the particles aliffuse, Stokes law applies and the
particles settle individually by passive settlinglowever, if the density of the particle-
laden layer exceeds the density of the fluid belamy small wavelike disturbance of the
interface is unstable and the instability will pagate downwards. The tendency for a
particle-bearing layer of fluid to form density oemts or be subject to settling of individ-
ual particles can be expressed by the dimensionlasderB, which relates the timescale

of individual particle settling by Stokes flow, to the timescale of instability growth;
B=—= [5.2]

If the rate of individual particle settling excedtie rate of instability growth (B<1), the
particles will settle at Stokes velocity before angtabilities develop. If the rate of
instability growth is greater (B>1), the partickden layer is unstable and density cur-

rents will form.
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If both individual particle settling and instabjliformation are in the laminar flow

regime, the following criterion for laminar instéty applies:

_h*(@-0)

B ="

[5.3]

which is similar to criteria proposed by Marsh (1p&®d Boothroyd (1971). Carey
(1997) used this criterion to evaluate density entrformation conditions in his tephra
fall experiments. Its use, however, did not give amlequate representation of when
instability actually occurred because the criterwas inappropriately applied to the
experimental instabilities: The Reynolds numbethef developing plumes in the experi-
ments is large, invalidating Carey’s assumptionao¥iscosity-dominated instability.
Neither water nor air is sufficiently viscous f@antinar instability initiation. Any insta-
bility is insteadturbulentand the Marsh criterion does not apply.

Turbulent flow of a body can be expressed by mdomanbalance conditions,
Whereé Is the instability growth rate andis the amplitude of the instability, such that

the driving force (weight) of the flovp,féz, Is equal to the turbulent pressure induced by
the flow, (p- pr )9o=(1-0)(pp-pr)9d, and the viscosity of the fluid can be ignoredor B
scenario where individual particle settling is hetlaminar flow regime (Stokes flow
settling) and density current formation is in toebulent flow regime, we can define a

new instability criterion:

g0 d=6) [5.4]
d* \ o (Pp— P )N
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This is the appropriate criterion for the Careyhtepfall experiments, which yiel&
values close to one at the observed onset of iisgaldt is also the relevant criterion for
other geologic scenarios involving loading of a leiscosity incompressible fluid with
fine particles. It is expected from this criteritimat either increasing the thickness or
particle volume fraction of the particle-laden laydll make the layer increasingly un-
stable, whereas increasing the particle size ositlefavors stability and the settling of
individual particles. A more detailed derivatiohtbese criteria can be found in Appen-

dix A.

5.3 Numerical Modeling of the Carey Experiments

Modeling the deposition of spherical particles tigio a fluid medium requires a
two-phase flow code, which can accurately handéettnsfer of mass, momentum and
energy between particles and fluid in both lamewad turbulent flow regimes. Based on
the original KACHINA code (Amsden and Harlow, 197KFIX-LPL is a version of the
KFIX code (Rivard and Torrey, 1978), which we hadapted to simulate tephra fall in a
water tank and impact ejecta fall in the atmosphéerhe finite-difference code models
two-dimensional, two-phase fluid flow, permittingagnination of the interactions be-
tween two fluid phases, which in this case repreten particles (tephra or ejecta) and
the medium (water or air).

The KFIX-LPL tephra fall simulations replicate tegperimental setup of Carey

(1997) as closely as possible. The initial meshmssts of a two-dimensional “tank” of
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freshwater 70 cm high and 30 cm wide. KFIX-LPIcisrently a two-dimensional code,
but for this problem the third dimension is notuggd because the tephra is added uni-
formly to the top of the tank and hence instabiftiymation depends only on the layer
thickness. The water phase is modeled as a cosilpleedluid, although the compressi-
bility of water is very small such that density i&ions in the tank are minor. The fluid
phase has the properties of freshwater, includidgresity of 1 g/crhand a viscosity of
0.01 g cnt s*. The left, right, and bottom mesh boundariesfere slip, representing
conditions at the edges of the tank. The top bagnt an inflow boundary into which
the tephra are uniformly introduced.

Tephra particles are added to the top of the medha fixed mass flux of 0.17
g/cnt/hr, which was the mass flux in Carey’s experimeams is within the range of
distal tephra mass fluxes (0.09-0.22 ofrmmeasured for the 1980 Mount St. Helens
eruption (Sarna-Wojcicki et al., 1981; Scheideggfeal., 1982). The modeled particles
are uniform in size and density, in contrast to i@ Pinatubo tephra used in Carey’s
experiments, which consisted of a mixture of vdsicglass shards, mineral crystals
(plagioclase, hornblende, Fe-Ti oxides), and lifinagments and were heterogeneous in
size, shape and composition. Because KFIX-LPLardy accommodate a single parti-
cle type within a computational cell, each partideapproximated as a sphere with a
density of 2.34 g/cfhbased on the mean density of Pinatubo tephra (\fiest al., 1995)
and a diameter reflecting the average of each arpat’'s tephra size range. Experiment
96-1 used 32-64 pm tephra and experiment 96-52@&2 um tephra (Carey, 1997) and

our numerical simulations of these experiments4&em and 26 um particles respec-
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tively. Additional simulations were run with othparticle sizes up to 64 um to further
validate our model against the turbulent instabditterion.

Simulations were run at resolutions of 1 cm (30ci#0 cm tank), 0.5 cm (30 cm
x 30 cm tank), and 0.25 cm (30 cm x 30 cm tank)r & given particle size, individual
tephra particles settle at the same Stokes veloeggrdless of resolution and develop-
ment of density currents occurs at roughly the same in all resolutions. Smaller cell
sizes, however, allow better resolution of (1) dimset of instability at smaller amplitudes
which permits more precise determination of theetiaf onset for a given instability
amplitude and layer thickness and (2) the morphotdghe growing plumes. The simu-
lations presented here use 0.25 cm resolution,hwisisufficient to resolve instabilities
>3 c¢m in amplitude for the range of tephra sizedarg.

The 48 um simulation proceeds as follows (Figure ZAs the particles are added
to the top of the mesh, initially they fall througie water at a constant velocity of 0.17
cm/s, which coincides with the predicted Stoke®eigy. The individually settling parti-
cles form a horizontal layer at top of the tank ethihickens with time at the rate of the
Stokes velocity. After 30 s, the bottom of thetiobe-laden layer, which is now 6 cm
thick (24 cells/layer thickness for the highestotaBon simulations), begins to develop
an irregular surface and the particle-laden flledibs to accelerate. After 60 s, at a layer
thickness of 10 cm, the amplitude of the developisgability is ~3 cm and the patrticles
continue to accelerate downwards. Morphologicatyne plumes have bulbous heads
while others taper to a point and look similar tmge observed in the experiments

(Figure 22). As the model progresses, the plumatesoe to form two main descending
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flows. The descending particle-laden plumes d@plthe particle-poor fluid below,
generating a clockwise return flow of water ancul@sg in the lateral migration of the
plumes. The particles incorporated in the densiuyrents undergo a fairly constant
acceleration of ~0.02 cnf/¢Figure 23), reaching velocities of 2 cm/s aft@r5-minutes
and continuing to increase.

Density currents evolve similarly in the 26 pum glation (Figure 24), except the
growth of an instability of a given amplitude reeps half as much time. A horizontal
particle-laden layer forms and grows at the rat8.0% cm/s, the Stokes settling velocity
of these smaller particles. When the layer readhes in thickness after 15 s, its base
begins to become unstable. The amplitude of thlmlity reaches 3 cm after 30 s. The
rate of acceleration is the same as the previoudem©.02 cm/ and also fairly con-

stant. Particle velocities of 2 cm/s are attaiatdr ~2 min.
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Figure 21. Macroscopic tephra density contours feomumerical simulation of tephra
fall in water for 48-pum tephra in a 30 cm x 30 ank. Warmer colors indicate higher
tephra concentrations. The amplitude of the grgvimstability reaches ~3 cm after 60 s
(a) when the particle-laden layer is ~10 cm thitke instabilities grow to form density
currents with typical morphologies, as evidentra®@ s (b). Model resolution is 0.25 cm
and this model uses a 30 cm x 30 cm mesh repragethte top half of Carey's experi-

mental water tank.
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Depth {cm)
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Figure 22. Ultrasound image of vertical densityrent development in a tephra fall

experiment. The experiment number and time of sholtirasound frame are not speci-
fied. From Carey (1997).
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Figure 23. Maximum velocity of tephra particles as a functajrtime for 48 pm tephra
(squares) and 26 um tephra (triangles). The pestiaitially fall through the water tank
at their Stokes velocities, but accelerate follgyine onset of instability.
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Figure 24. Macroscopic tephra density contours feomumerical simulation of tephra

fall in water for 26-um tephra in a 30 cm x 30 ank. Warmer colors indicate higher

tephra concentrations. The particle layer beconmssable after only 15 s (a) when the
particle-laden layer is ~1 cm thick (indicated bgndity variations observed across the
base of the layer that are not fully resolved &t tbsolution) and the instability reaches 3
cm in amplitude after 30 s (b). Model resolutio®.i85 cm.
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The KFIX-LPL models agree with Carey’s (1997) tegpfall experiments in

which instability onset was imaged after approxghabne minute in experiment 96-1
and approximately 30 s in experiment 96-5. Inftrener, velocities jumped from 0.2
cm/s as the patrticles settled individually to 2 €following density current development
and in the latter, a similar velocity increase wasn despite a smaller stokes settling
velocity. Additional numerical simulations usinther particle sizes reinforce the rela-
tionship between particle size and layer instahilithere smaller particles result in less
time (and thus thinner layer thickness) requiredristability (
Tablel). Increasing the flux of particles to the surfatso increasingly promotes insta-
bility in our simulations. Such instability trenddey the turbulent instability criterion

with instability developing for B>1, as we will digss later.

a(cm) 1-0 h (cm) Onset Time (s) B

0.0013 4.10E-04 1.33 27 5.72
0.0016 2.71E-04 2.39 32 5.51
0.0020 1.73E-04 5.13 44 6.06
0.0024 1.20E-04 9.39 56 6.42
0.0028 8.83E-05 16.44 72 7.08
0.0032 6.76E-05 29.82 100 8.60

Table 1. Results from KFIX-LPL tephra fall simutats of various particle radii showing
the time it takes for an 3 cm-amplitude instabitibdydevelop and the B criterion at that
time as calculated from equation 5.4.
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5.4 Numerical Modeling of Chicxulub Ejecta Depositio

Having achieved agreement between numerical stronkaand previous experi-
mental observations for the problem of tephra diéposthrough a water column, KFIX-
LPL was next adapted for the more complex scenafriatmospheric reentry of distal
ejecta from the Chicxulub impact. Like the Caregpeximent simulations, spherical
particles are injected into the top of a “tank’flodd medium, but in this case the medium
is air and the tank is the scale of the Earth’soatphere (top of model mesh is 150 km in
altitude). The initial mesh approximates the Earitmosphere with an exponential
pressure gradient and the thermodynamic propestiag, assuming ideal gas behavior.

The pressure decreases with increasing height@ogatio the expression:

P=PRe %~ [5.5]

whereP is pressurel is pressure at sea levelis altitude,T is temperature and is the
molecular gas constant for air. The model assusnemitially isothermal temperature
atmosphere, which is not correct at high altitudeg, the temperatures attained in the
upper atmosphere during ejecta reentry dwarf thienabupper atmospheric temperature
gradient. The initial isothermal assumption siriigdi evaluation of instability formation
against an analytical criterion, as will be disadskter.

250-um spherical particles are injected intotdpeof the model atmosphere at 8

km/s, which is the average speed of spherules esegtthe atmosphere from the ex-
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panding impact plume (Melosh et al., 1990), andnaargle of 45°. Rather than a con-
stant flux of particles, the Chicxulub impact splies would have reentered the atmos-
phere as a pulse of material, which decays witle.tinThe mass flux of particles em-
ployed in the model is based on previous calculatiMelosh et al., 1990), where the
total mass of injected particles is equal to thessnaf spherules observed in the K-Pg
boundary which consists of 20,000 spherules (250npgan size) per square centimeter
(Smit, 1999). The particle phase is modeled asnple incompressible fluid with the
properties of basaltic glass. The KFIX-LPL modfids ejecta reentry employ a drag
coefficient which accommodates free molecular flowaddition to laminar and turbulent
flow. This is necessary because particles faltimpugh the thin upper atmosphere at
hypervelocity speeds are in the free molecular ftegime. The model also accommo-
dates the large amount of atmospheric heating damgspherule deceleration, including
conductive and convective heat transfer betweentwte phases at all relevant flow
regimes and the dissipation of heat via thermakbtexh. The particles enter the atmos-
phere as an hour-long triangular pulse which padtes 10 minutes.

In the model simulation, the spherules enter the dipper atmosphere at hyper-
sonic velocities. As the spherules encounter deaiseosphere, the increased drag de-
celerates the spherules and leads to compressithie @atmosphere. The spherules accu-
mulate at ~70 km in altitude and continue to fallreir terminal velocities (~10 m/s). A
spherule-laden band of air forms at the altitudeacfumulation, which also marks an
unusually steep pressure gradient due to massnigpadithe layer by the particles. The

ejecta particles, upon deceleration and radiatioth@r heat, attain maximum tempera-
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tures of 1600 K. Transfer of some of this thermatrgy to the air, which is unable to
efficiently dissipate its heat, results in the upgmosphere heating up to >3000 K over
the course of spherule reentry. However, the elovl the particle layer remains cool.
With increasing time, the density of the partidelén band increases and the layer thick-
ens downwards at the rate of the settling velocityAfter ~30 minutes, the base of the
layer begins to destabilize resulting in well-foangensity currents (Figure 25). After
40 minutes, spherules are falling collectively lames with maximum velocities of ~20
m/s and the plumes displace the air below produaingturn flow travelling upwards at
10-20 m/s. The descending plumes slow as theytgeeinto denser atmosphere.
Continuing injection of impact material at the tofpthe atmosphere over the next hour
continues to feed the density currents.

The density currents initiate at the edges of teshmand we are unsure at this
time of the reason and the possibility of numerendifact cannot be entirely ruled out.
This is particularly anomalous because the peribdiendaries employed on the left and
right sides of the mesh have not shown evidenceafigr numerical problems except at
the onset of instability. Similar behavior at thesh edges is the observed in Chicxulub
ejecta reentry simulations employing a wider mesb0(km) than the one shown in
Error! Reference source not found., including identical times of onset. It is podsibn
even wider mesh is required to eliminate the edigets. If so, the narrow mesh may be

imposing an artificial wavelength upon instabifioymation.
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Figure 25. Density current onset and propagatioa simulation of average Chicxulub
ejecta reentry at 45 degrees into a 150 km highlénkim wide slice of atmosphere, as
shown in contour plots of macroscopic spherule ideiig/cnt) after (a) 30 minutes, (b)
35 minutes, and (c) 55 minutes. Model resolutio@58 m. Models employing wider
meshes (<50 km) at this resolution show similataibdity onset, but were not run to the

fully development of plumes.
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Running on a single processor on a Mac Pro with -quoad Intel Xeon 3.2 GHz
processors (KFIX-LPL is not currently parallelizedach additional 5 cells of width for a
mesh 600 cells high with 250 m resolution adds aysdo the computing time of a 4,000
s simulation. Due to time constraints of this thewe were limited to run times of ~2
weeks (1 month maximum), which prevented modelisjability formation on meshes
>50 km and also prevented modeling the completefapherules to the ground, which
requires the model be run to ~10,000 s. The sitonlashown inError! Reference
source not found. was chosen because it ran to the end of spheraldry to the upper
atmosphere and full development of density curresitsiulations with wider meshes
were stopped shortly after instability onset (~B,8Ddue to time constraints.

We suspect the anomalous instability initiatiortreg mesh boundaries may be a
resolution effect as we have not yet conducteduéiea tests to determine the minimum
required cell dimension in order to accurately hasdhe wavelength of the instability.
However, we are less concerned with the morphosogl/evolution of density currents at
this stage, but simply seek to answer the quesifowhether the spherule-laden layer
accumulating in the atmosphere following Chicxuldcame destabilized into vertical
density currents. The KFIX-LPL models of spherdentry yield the properties of the
particle-laden layer and the ambient air throughetiand allow us to evaluate whether
instability is expected. If conditions favor instity, the modeled instability onset re-
flects real driving forces, despite any un-reafgmence in location.

Additional simulations varying the spherule reentrgut parameters show that

increasing the spherule mass flux (Figure 26heoupper atmosphere or decreasing the
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spherule size decreases the time of instabilityepr@emilar to the tephra case. These
observations agree with expectation from the aigallytcriterion for instability in an
incompressible fluid, which will be introduced ihet next section, and support a real
origin for the instabilities versus numerical atf. In one simulation employing smaller
particles (125 pm), density currents do not irgtiat the edges indicating either the mesh
width or resolution is insufficient for simulatiomsth larger particles and thicker particle
layers. Vertical spherule reentry also shortemstittne required for density current for-

mation.

N
(@]
|

N
O
I

Instability Onset (min)
=) S

O T T T T T T T T T
0.E+00 2.E-04 4.E-04 6.E-04

Spherule Mass Flux (g/cm?)

Figure 26.The time of instability onset for a series of 2560 gpherule reentry simula-

tions at 45° where the spherule mass flux to the db the atmosphere is constant
throughout the duration of the simulation. Timeoofset is defined by an instability

amplitude of ~1 km. Simulations use 250 m (4 ¢efiset amplitude) resolution with the
exception of one (triangle), which uses 500 m (Bfnset amplitude).
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5.5 Discussion

In both the KFIX-LPL models of tephra fall throughsmall water tank and im-
pact spherule sedimentation through the Earth’©spimere, the fluid medium is loaded
to the point of instability resulting in the forn@t of vertical density currents, which
transport the particles collectively faster thamhié particles settled individually. Com-
parisons with observational data from Carey’'s ()9@phra fall experiments serve to
validate the ability of KFIX-LPL to successfully mel turbulent instability growth.
Simulations of two Carey experiments closely matich experimental observations,
including general time of instability onset, resut increase in particle velocity, and
morphology of the particle-laden plumes. The Buealcalculated from equation 5.4 for
the onset of instability observed in each of thghta fall simulations are all greater than
5 and are consistent with functional behavior c¢ #nalytical criterion (Figure 27),
where an increased particle size requires increksed thickness and/or layer particle
concentration for instability. The increasing diyence from B=5 at larger particle sizes
is likely reflective of larger particles not falirindividually in purely Stokes flow, as our

criterion assumes, but rather having an increagitugbulent velocity component.
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Figure 27. Comparison of instability onset in KHDRL models (diamonds) and Carey
tephra-fall experiments (stars) for various tepiadii with the analytical criterion for the
onset of turbulent instability. The solid line repents B=1 and the dotted line represents
B=5. Note that models agree with experiments asither models nor experiments
become unstable at B<1, as expected from the iorteHorizontal error bars on experi-
ment data points show the range of particle sizesl in the experiments. Onset of insta-
bility is defined as the time at which a growingtebility reaches 3 cm in amplitude.

The B values calculated for the two Carey expentsielosely match the models
and also exceed 5. There is some error in calngl#te instability criterion for the
experiments, as the method of identifying inst&pinset was less precise than the
numerical models allow. Carey visualized densitirent formation using an ultrasound

probe positioned at a depth of 7 cm that only indeemall area near the top of the tank.

He approximated the instability onset based on oreasents of particle velocities and
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the distribution of imaged patrticles, not the gnogvamplitude of the irregular interface
between the layer and the underlying fluid. Thecpe onset of instability, defined as
the time when the base of the originally horizoptatticle-laden layer becomes irregu-
larly wavy to some amplitude, may not have beerentable with this experimental
setup. Carey would have only observed instahilitge the change in settling mode
became evident in the ultrasound images (measuchhlgge in velocity, observable
reorganization of particles into density currentdje estimate the amplitude of instabil-
ity at the recorded onset in the experiments tedem, at which point the increase in
particle velocities and collective grouping of paés should be reasonably observable,
as evident from comparing the onset times in
Table 1 to the particle fall velocities plotted Figure 23. For consistency, the same
amplitude is used for the instability onset thrédhno evaluating the numerical simula-
tions.

Assessing the instability criterion for the nunsatimodels is more precise than
the experiments because we are able to track w#elacd density variations throughout
the tank in detail. However, the modeled B valaesall greater than one (~5-8). This
may be partially due to the homogeneity of the ipl@daden layer, which has fewer
disturbances at the lower interface than in theidotxperiment (where there is some
heterogeneity in tephra size, shape, density,, e&s)lting in a delay in the numerical
triggering of density current formation. The criba itself may also not be good to such
constant factors when applied to our models. [euntlore, the amplitude of the instabil-

ity near the time of onset may not being fully dged in the highest resolution (0.25 cm)
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simulations, particularly when the particle layeithin and instability wavelength small.
However, the modeled density current formation imegcwell with Carey’s experiments
suggesting that the delay in instability onset elythe mathematical point of instability
is inherent to the process. What is more imporiarthat the modeled particle-laden
layers reach instability only at B>1 and not in #ume of stability (B<1). The modeled
instabilities are therefore physically meaningfotladevelop as expected from turbulent
instability theory and experimental observatiohgytare not numerical artifacts.

Despite a much larger scale and far more complicaét of input parameters, the
Chicxulub ejecta model is qualitatively similartte tephra-fall models. Like the tephra
models, particles accumulate in a layer of densiyerlying a denser medium of density
po (=ps) (the denser lower atmosphere in the Chicxulule)caad initially settle at their
individual terminal velocities. Eventually, criicdensity and/or thickness of the parti-
cle-laden layer is achieved and the bottom of #lyerd becomes unstable, allowing parti-
cles to fall collectively in density currents agher velocities. Evaluating instability
formation, however, is more difficult. The smatiate tephra-fall models can be directly
compared to experimental observations, but theneoi®bservational data on density
current formation due to atmospheric reentry ofactpejecta. It is also more difficult to
evaluate the modeled instabilities analytically doethe complexities of the problem:
The patrticles enter the atmosphere at hypersomedspand deliver a large quantity of
energy to the model mesh; both the particles andra heated to some degree; the
particles reenter the atmosphere at an angle, exically (although we model both

oblique and vertical cases); finally, a large g air densities are involved and a
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parcel of air in a growing vertical instability Witompress adiabatically as the instabil-
ity’'s amplitude increases.

The simple criterion for turbulent instability (&ation 5.4) is inadequate to
evaluate density current formation in the atmosplecause air is compressible: density
and temperature changes due to adiabatic compmnesgist be considered. In addition,
temperature gradients are created due to conveo$ikinetic energy to heat as the parti-
cles slow and a hot particle-laden layer of ail Wwéd more buoyant than a cool layer of
equivalent thickness and macroscopic density. rpurating atmospheric compression
yields a set of new criteria for instability in anspressible fluid (see Appendix B for full
derivation), which is applicable to both viscousl darbulent instability formation. All
three criteria must be satisfied for vertical dgnsurrent formation.

1) The overlying particle-laden layer must be denkantthe underlying medium:

(0=p,)>0 [5-6]

2) Any excursion at the base of the layer will ostdland not develop into finite-

amplitude density currents unless:

% RdT

—p—|1+—— >0 57
{yp ( gdszo} [5.7]

3) The timescale of instability growthmust be shorter than the time it takes a parti-
cle to cross the layer thickndssat its terminal velocity; (B>>1):

h/v,

T

B= [5.8]
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The terminal velocity; of a particle of radiua is defined as a function of its Stokes,

and inertial (turbulent); , velocities:

v v
v, =——| [1+4—= -1 5.9
t 2‘/5{ Viz :| [ ]
where
— a2
. _2lp=p )i’ 5,10
9 n
Vi :\/1_6 (Mj ag [511]
30 P

These equations are very approximate when theeasity is low since the instability
criterion assumes a simple drag coefficient whietludes only Stokes and turbulent
flow, not free molecular flow in the upper atmosghe Thus, for comparison of the
model instabilities with the analytical criteria wee the computed terminal velocity from
the model which uses a more accurate drag coeftjaiather than using as defined in
equation 5.9.

The timescale of instability growthis a function of the two limiting timescales
for viscous flow,r, , and inertial (turbulent) flows , where valué is found by dividing

equation 5.7 by twice the atmospheric scale height:
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" [ 2, 2
LN TR [5.12]

2
where
6n
- 5.13
“ = (o-p)a0+ Dgs” o
7 = Psd [5.14]
(p—p,)g+Dgs

We tracked the values of the three instabilityecia throughout the Chicxulub
simulation as the particle-laden layer thickened mtreased in density. For simplicity,
we assume the ambient temperature gradient atdfdbe particle layer is zero (as it is
initially). This is not entirely correct, but these of the particle layer does not experi-
ence a large increase in temperature as compatiedhaitop of the particle layer and the
atmosphere above. Because oblique spherule yegeliys the onset of instability—
likely because remnant horizontal velocities in teticle layer following spherule
deceleration act to shear the top of any developistability, an effect not included in
our criteria—we evaluate instability onset for adebof vertical spherule reentry. In this
model, the base of the particle layer developsnatability with an amplitude of 1 km
after ~20 minutes, at which point the particle tagge14 km thick and has a maximum
volume fraction of spherules of ~7E-8 and an airsity of ~4E-7 g/crhjust below the

layer. The fall velocity of particles in the layer ~10 m/s. Criterion 5.6 is satisfied
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throughout the simulation because the particlerla/always denser than the underlying
air. Criterion 5.7 is negative at the start of simaulation, but becomes positive after ~15
minutes, not long before instability is first obged. Criterion 5.8 is >10 near the begin-
ning of the simulation and >100 by the time densityrents initiate. Thus, the control-
ling criterion is not whether there is a densitytrast favoring development of an excur-
sion or whether the rate of instability growth exde the terminal velocity; rather, any
excursion will oscillate until the criterion regard adiabatic compression of the excur-
sion is met. Only once all three criteria aresded do density currents initiate in our
models.

The B values calculated from our models are closeshéolimiting case of vis-
cous patrticle settling and turbulent instabilitypwth. It may seem counterintuitive that
particles at 70 km in altitude would be fallingthre Stokes regime, but the combination
of a small Reynolds numbeRe and small Mach numbel|, within the particle layer
result in a large drag coefficient of ~100 at thistude (Figure 28). This is a conse-
guence of the long mean free path and the facttbatregion is in the Knudsen free
molecular flow regime. Thus, the terminal veloafya particle within the layer is twice
the Stokes flow velocityvi~5 m/s), rather than falling turbulently at muclyher veloci-
ties (~200 m/s). The fact that the particles atknf in the viscous regime is favorable
to instability development as the time requirednass the layer thickness is less than for

turbulent flow.
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Figure 28. Drag coefficier®@p, Reynolds numbdrRe and Mach numbavl, as a function

of altitude after 1 minute of Chicxulub spherulenty, illustrating the behavior of the
drag coefficient in the region below ~70 km intaltie where the spherules accumulate
after decelerating to their terminal velocities.
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A more rigorous assessment of instability develepirfor the Chicxulub ejecta

settling models requires modifications to the gaheed instability criteria to reflect the
variations of properties within the spherule lay&uch additions include the complete
drag coefficient treating free molecular flow amatlusion of property gradients across
the thickness of the particle layer because therldpes not have constant density, tem-
perature, spherule volume fraction, etc. The teatpee gradient in the ambient air

below the spherule layer, which we ignored for dioiy, must also be considered in
more detail. Increased model resolution is alseded to fully resolve density current
onset and the anomalous boundary effects at the dinonset must be removed in order

to ensure that the modeled instabilities are real.

5.6 Conclusion

Nipkow (1920) established that annual blooms @itains are represented by
laminated varves on lake bottoms, despite thetfadtthe settling time of an individual
diatom might exceed a year (Bradley, 1965). Ted Bradley (1965; 1969) to propose
that vertical density currents might be responsibienot only the enhanced transport of
diatoms to the bottoms of lakes, but also rapidnsentation in other geologic systems
where a high mass flux of small particles entefisiid medium. The models presented
here reinforce the conclusions of experimentali€arey, 1997; Manville and Wilson,
2004) that vertical density current formation igiable explanation for rapid transport of

volcanic ash to the seafloor. Furthermore, our eél®duggest that the large flux of tiny
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spherical particles into the upper atmospherevioiig the Chicxulub impact event led to
the development of density currents in the atmasphad deposition of the global K-Pg
boundary layer from particle-laden plumes on aescélhours. Finally, the criteria pre-
sented here for instability growth in a nearly imgwessible fluid, such as water, and in a
compressible fluid, such as air, supply a meansvhich both viscous and turbulent

instability might be evaluated in other geologistgyns.
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CHAPTER 6

SELF-SHIELDING OF THERMAL RADIATION BY CHICXULUB IMPACT
EJECTA: FIRESTORM OR FIZZLE?

6.1 Introduction

The hypervelocity atmospheric reentry of impaect, which were eventually
deposited to form the global 2-3 mm-thick layertla¢ Cretaceous-Paleogene (K-Pg)
boundary, released a large quantity of energy timoatmosphere. The fate of this en-
ergy is less clear: did enough reach the surfacket@ major contributor to the end-
Cretaceous mass extinctions? Soot discoverednwitte K-Pg boundary sequence at
several localities around the world (Wolbach et 90; Wolbach et al., 1988; Wolbach
et al., 1985) suggested that impact ejecta fromCGhiexulub crater emitted sufficient
thermal radiation while decelerating through thetlita atmosphere to ignite global
wildfires (Melosh et al., 1990). Additionally, ftérential survival patterns observed in
the terrestrial fossil record across the K-Pg bampéppear consistent with a large ther-
mal pulse. Animals’ ability to seek shelter frohre tthermal radiation and subsequent
fires correlates with increased survival rates @tdon et al., 2004b). Previous calcula-
tions of the expected thermal radiation at the gdoproduced by the ballistic reentry of
ejecta (Kring and Durda, 2002; Melosh et al., 19B8¢n et al., 1997) lend further sup-
port for a large thermal pulse causing global viiéf and other biologic destruction.

These studies estimate a pulse of thermal radiatiothe order of 10 kW/frat the sur-
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face for >20 min, which is presumed to be nearlthreer limit of forest fire ignition
(Melosh et al., 1990).

The post-Chicxulub global wildfire hypothesis Hased criticism. Measurements
from non-marine North American localities show lovtlean background concentrations
of charcoal at the K-Pg boundary, suggesting theme no distinctive forest fires on the
continent (Belcher et al., 2005; Belcher et al020 Robertson et al. (2004a) argue that
this is in fact evidence for global wildfires, asch intense fires would lead to the com-
plete combustion of any biomass. However, theretsa complete lack of charcoal and
experiments on the irradiation of wood (Belchealgt 2005) indicate that some charcoal
would remain after an impact-induced thermal puldenes & Lim (2000) argue, based
on biodegradation evidence in charcoal fragmentsa time lag between the plant deaths
and later preservation in wildfires as charcoalowdver, the K-Pg deposits, which in-
clude soot and fossil charcoal, were depositecess tthan a day. Other controversy
exists surrounding the origin of the soot. Eleddevels of aciniform soot within the K-
Pg deposits were initially interpreted as produmttswildfires initiated before all the
ejecta had settled based on carbon isotopes arteékence of the polyaromatic hydro-
carbon retene, which are both consistent with wdoidynass combustion (Wolbach et
al., 1990; Wolbach et al., 1988; Wolbach et al83)9 Subsequent studies argued that
the source material of the soot is not biomass,ratlter fossil carbon from the target
rock at Chicxulub (Belcher et al., 2005; Belcheakt 2003; Harvey et al., 2008). Har-
vey et al. (2008) discovered elevated levels db@arcenospheres in various K-Pg North

American localities, which are thought to be fornsetely by the incomplete combustion
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of fossil hydrocarbons, and suggested that thaindance is consistent with impact into
an organic carbon-rich target sequence.

Melosh et al. (1990) estimated that the atmosphegntry of the K-Pg boundary
ejecta at 5-10 km/s would be accompanied by a &steigy of 1.3-5 x FaJ/nf over the
entire globe. Because the impact plume ejectaitiglly launched by the impact with a
range of angles and velocities, the ejecta—andeéhenergy—will be delivered over a
period of 1-2 hours, resulting in rates of powepakgtion peaking at 50 kW/mworld-
wide. Melosh et al. (1990) base their calculabonthe theory of thermal radiation from
the atmospheric reentry of micrometeorites (Whiph50); assuming half the energy is
radiated upwards to space and that some fractiabhgerbed in the atmosphere by green-
house gases, they estimate that a third of thé tieeamal power reaches the ground.
Subsequent studies (Durda and Kring, 2004; Kring) Rarda, 2002; Toon et al., 1997)
present different estimates of the global ejec&ribution and energy flux delivered to
the atmosphere from the Chicxulub impact, but aldoulate the thermal radiation reach-
ing the ground assuming that absorption by greesd@ases is the only limitation to
energy transmission. Given the solar thermal payedivered to the top of the atmos-
phere (1.4 kW/rh maximum), there is no question that ejecta reedétjvered enough
energy to potentially cause significant environrmaédisturbance. However, calculating
what fraction penetrates to the ground and whatitma escapes to space is more compli-
cated than has previously been presumed. Receh¢ling (Goldin and Melosh, 2007)
shows that impact ejecta settles through the mégospn an increasingly dense cloud in

which the optical mean free path is reduced. Qamation of particle interactions with
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the thermal radiation, in addition to air interaas, is essential for calculating the ther-
mal irradiance reaching the Earth’s surface becaosge of the energy radiated by fal-
ling ejecta is reabsorbed by previously-decelerptaticles and greenhouse gases.

We present a new numerical model of the atmospheeintry of Chicxulub ejecta
that introduces a more complete calculation ofrttarradiation than previous studies.
Not only does this model calculate the descenjeaafta through the atmospheric column
so the optical opacity of particles can be deteethiat any time, but it includes optical
opacity in computing the emission and absorptiothefmal radiation. Understanding
how the energy delivery to the upper atmosphesgasglto thermal radiation transmission
to the ground allows us to better constrain théditgl of the global impact wildfire hy-

pothesis for Chicxulub.

6.2 Numerical Modeling

Numerical modeling of atmospheric reentry of Chicth ejecta and the resulting
thermal radiation transfer used KFIX-LPL, a two-émsional, two-phase fluid flow
code. Based on KFIX (Rivard and Torrey, 1978),chhs itself a variant of KACHINA
(Amsden and Harlow, 1975), KFIX-LPL is adapted tbhe problem of impact ejecta
sedimentation through the Earth’s atmosphere. séisuan eulerian, finite-difference
technigue where a model mesh is composed of déscedts, each of which contains
some volume fraction of each distinct phase. e phases can interact, exchanging

mass, momentum, and energy within each cell andgshean also move between cells.
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Several key modifications to the code are crumaldalculating the thermal effects of
ejecta reentry. Modeling the deceleration of phat through the atmosphere requires
accurate drag coefficients, which is complicatedhsy/fact that most of the deceleration
occurs in the upper atmosphere where the mearp&teis much larger than the parti-
cles’ diameter and the gas cannot be treated astmoum. Similarly, spherule tempera-
ture, which is central to any thermal radiatiorcoddtion, requires an accurate calculation
of heat transfer between phases in the non-contirflaw of the upper atmosphere. We
incorporated both drag coefficient and heat trarfsfiections (Melosh and Goldin, 2008)
into KFIX-LPL. These coefficients apply over a widange of flow regimes (free mo-
lecular flow to semi-continuous flow to the contimu limit of Stokes flow). KFIX-LPL
also includes a thermal radiation calculation whuges a diffusion approximation for
radiation transport (based on Zel'dovich and Rai¥®867) where each phase has its own
absorptive properties. The algorithm computesinkgantaneous thermal radiation bal-
ance from the spherule and air temperatures, desisitnd absorption coefficients and is
described in more detail in Chapter 7 and Appeix

For a terrestrial impact, the two phases aref@irywhich perfect gas behavior is
assumed, and impact spherules, which are treatedsasple incompressible fluid dis-
persed into droplets of uniform size. The inii@sh approximates a 150-km high slice
of undisturbed Earth’s atmosphere with an expoaéptiessure gradient, constant tem-
perature (normal temperature variations in the ugpeosphere are insignificant com-
pared to those produced by ejecta reentry), stdnglavity, and zero initial velocities.

The left and right mesh boundaries are periodictaedower boundary (at the ground) is
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free slip. The upper boundary is an inflow bougydarough which we inject the impact
spherules. The radiation model employs periodimbdaries on the left and right, a fixed
temperature boundary (273 K) on the bottom, an@0&dabsorptive boundary on the top
(i.e. any thermal radiation reaching the top of thedel atmosphere freely escapes to
space). The model resolution is 250 m, which weehdetermined—via testing resolu-
tions >125 m (Appendix D)—to sufficiently resolve variat® in mean free path
throughout the model atmosphere and yield a raesolmdependent solution for the
surface irradiance.

Because the simulation begins when spherulesdirsdr the atmosphere, not at
ejection from the impact site itself, the modelutsprely on the current understanding of
the global transport of Chicxulub ejecta and obsons of the K-Pg boundary layer.
The following describes our nominal Chicxulub egeotentry model: Assuming proper-
ties of average distal K-Pg ejecta (see Smit, 1,388 spherule phase is modeled as 250-
pm spherical particles with the properties of biasglass. The particles are injected into
the model atmosphere at 8 km/s and at a 45° angheidence. In actuality, the ejecta
reentering the atmosphere at any location wouldsalavith a range of particle sizes,
velocities, and trajectories. KFIX-LPL is limited single values for these parameters so
we use average values for Chicxulub. With thesgphkiications, each spherule enters
the atmosphere with the same kinetic energy througthe simulation. However, the
total rate of energy delivery is not constant beeaihhe number of spherules added at any

time is varied.
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The rate of atmospheric reentry depends of theharecs of the expanding im-

pact plume, which contains ejecta travelling at hiigh velocities required to reach the
most distal localities. This material is ejecteéchaange of initial velocities and angles
(Melosh et al., 1990), which, assuming ballistip&xsion, results in the ejecta arriving at
a given distance over a period of time. The rdtejecta mass deposition to the upper
atmosphere through time was calculated by Meloshl.€t1990) as a pulse of material
which arrives over a few hours. We approximateitiection of ejecta spherules to the
atmosphere as a triangular pulse (Figure 29), wtiherenass flux increases linearly to a
maximum value after some number of minutes and tlemmeases linearly over the re-
maining duration of the pulse. The total spheddasity injected into our model atmos-

phere is 0.5 g/cfywhich is derived from the 20,000 spherules/aiserved in the most
undisturbed distal K-Pg localities (Smit, 19990 dubsequent simulations, we vary the
dimensions of the triangle to examine the relatqmbetween the mass flux (and hence
energy flux) added to the atmosphere and the megulbhermal radiation reaching the

ground.

6.3 Model Results

For a nominal Chicxulub scenario, impact spherudemter the atmosphere over

the course of one hour, reaching maximum massdfter 10 minutes. As the ejecta

spherules encounter increasingly denser atmospinerencreasing drag, they decelerate.
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Figure 29.Mass flux of spherules per unit area injected theotop of the model atmos-
phere. Our nominal Chicxulub model assumes sphargntry lasts 60 minutes and
peaks after 10 minutes, depositing a total sphenalss density of 0.5 g/ém
The loss of kinetic energy heats the spheruled )6 K maximum, decreasing to ~1200
K due to compression of the upper atmosphere lmtaejeentry. This heat is efficiently
radiated from the small particles at infrared wawgths. The surrounding air is also
heated through frictional exchange with the splerulThe air in the upper atmosphere
does not radiate this heat as readily as the pestand thus the air temperature continues
to increase, exceeding 3000 K by the end of spaeadntry. The decelerating spherules
eventually reach their terminal velocities at ~# kn altitude and continue to settle
towards the ground. A cloud of settling spheridesumulates below this altitude and
becomes increasingly opaque, partially blockingritied radiation emitted from the
decelerating spherules higher in the atmosphereut nominal calculations we assume
that the upward thermal radiation reaching theafojne mesh escapes freely to space.
The irradiance at both the top and bottom of tleelehatmosphere was calculated

over the duration of spherule reentry (
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Figure 30). At any time, the upward flux of thetrmediation is proportional to the mass
flux of spherules injected into the mesh, incregdimearly to a maximum of ~25 kW/m
after 10 minutes and decreasing linearly over #meaining duration of spherule reentry.
The flux of thermal radiation reaching the grouhdwever, does not so clearly reflect
the energy input above. The flux initially increadinearly, but the rate of the thermal
radiation flux increase soon declines. The fluactees a plateau after ~8 minutes at a
maximum of only ~6 kW/rh The mass flux continues to increase to a maxirafier 10
minutes, at which time the irradiance at the s@flaas already begun to decrease. After
10 minutes, when the mass flux of spherules stgaditreases, the radiation flux to the
ground rapidly decreases in a nonlinear fashione Maximum flux of thermal radiation
reaching the ground is only one-fourth of the maxmflux to space and the high fluxes
(exceeding peak solar irradiance of ~700 Wanthe surface, assuming 50% absorption
of the solar flux reaching the top of the atmosphare maintained over half the length
of time of spherule reentry. The surface irradearsca nonlinear function of time, sug-
gesting control by factors other than the energy tb the upper atmosphere.

The lower magnitude of the peak flux and short@ratdon of fluxes exceeding
normal solar values indicate that the transmis@brdownward thermal radiation is
limited while upwards radiation flows freely to gga In the thin air of the upper atmos-
phere, the optical mean free path is so long thetrtal radiation encounters few obsta-
cles. The downward flux, however, must penetrateeasingly dense atmosphere con-

taining absorptive greenhouse gases and previambred spherules. Models compar-
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ing ejecta reentry into an atmosphere void of giisa gases to our nominal Chicxulub
simulation show significant absorption of thernmediation by greenhouse gases (

Figure 30). Assuming an identical pulse of sphesuhto the upper atmosphere, the
maximum flux of thermal radiation reaching the grdudoubles (~13 kW/f) if the
atmosphere contains no greenhouse gases. Houtleigds still less than the ~25 kWm
reaching the top of our model atmosphere and thatidan of high fluxes is still half that
of the sky.

The other source of opacity is the concentratibspherules. Figure 31 shows
the mean free path and the flux of thermal radmatuith respect to altitude at two differ-
ent times in the model. After 5 minutes, the follog patterns are observed: Mean free
paths in the upper atmosphere are relatively lerigf(cm) as the air is thin, although
there is some opacity contributed by the diffusa od decelerating spherules. At ~70
km in altitude, there is a decrease in mean fréle el cm) coinciding with increased
spherule density. The mean free path sharply ase® at the base of the spherule layer
to ~10 cm where the air is still quite thin and devoidspherules. The mean free path
then steadily decreases to 2bbn at the ground due to increased opacity of dresse
gases in the denser air. At this time, the fluxttedrmal radiation to space is ~12.5
kW/m? and the flux to the ground is ~5 kWmAt 10 minutes, the spherule cloud is
denser, reducing mean free paths further overgedaaltitude range. At this time, the
spherule mass flux peaks at twice that of the pressexample. Although the radiation

flux to space also doubles (~25 kWHjithe radiation at the ground increases verelittl
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with a major truncation of downward thermal radiatioccurring at the top of the opti-

cally opaque spherule layer.
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Figure 30.Thermal radiation flux at the ground (a) and tocgpéb) as a function of time
for the nominal Chicxulub model where the atmosphmantains absorbing greenhouse
gases (black) and where the atmosphere has noptibsoby the gas phase (red). The
dotted line represents the maximum solar irradiaaicéhe top of the atmosphere (~1.4
kW/m?); this value is variable at the ground dependingatmospheric absorption, etc.
(average ~0.7 kW/f. Upward fluxes are negative.
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Figure 31. The average thermal radiation flux pat area throughout the height of the
model atmosphere for the nominal Chicxulub ejeetntry model at (a) 5 minutes and
(c) 10 minutes, which is the time of peak mass.fliositive values denote downward
fluxes and negative values denote upward fluxdse dverage mean free path throughout
the height of the model atmosphere at (b) 5 minaibes(d) 10 minutes.

The spherule opacity in the mesosphere limitgptbeortion of energy added to
the upper atmosphere that reaches the ground.ldgical to expect that, if maximum
spherule mass fluxes are attained earlier whespherule cloud below is less dense,

then higher fluxes would reach the ground. Weetkshis with a series of models (
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Figure32) in which the time required to obtain peak spleereentry is varied. Because
the duration of spherule reentry (60 min) and titaltadded spherule mass (0.5 ¢fcm
are the same, the peak mass flux is unchangedhéunass of spherules already in the
atmosphere during peak mass spherule flux varipsrdkng on how long the reentry has
proceeded. As expected, the earlier that peakrgighBux occurs, the more thermal
radiation reaches the grounthcreasing to peak spherule reentry over 5 mintgsslts
in a maximum surface irradiance of 8.5 kV§/mmmediately injecting spherules into the
atmosphere at the maximum rate when there is nerglghcloud present increases sur-
face fluxes to ~12 kW/fa- approximately half of that upwards to spaceessected if
the other half is absorbed by greenhouse gasetiowgh thermal radiation fluxes are
increased by shifting peak spherule reentry taeratimes, the thermal pulse’s duration
is reduced. A more rapid increase in the mass diugpherules not only corresponds
with a more rapid increase in the thermal radiagontted from the reentering spherules,
but also corresponds with an enhanced rate of adetion of decelerated spherules
below. The optical opacity of the spherule clondréases more rapidly leading to a
more rapid decrease of thermal radiation reachingg ground, despite the same total
thermal energy being deposited in the upper atmeysphWe conducted additional tests,
in which duration of spherule reentry, total splhemass, spherule size, reentry velocity,
and reentry angle were varied (see Chapter 7) mmiths trends in the resulting surface
irradiance resulted: increasing the energy dejposihto the upper atmosphere is ac-

companied by strengthened absorption by sphemiléggeilower atmosphere.
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Figure 32.Thermal radiation flux per unit area (a) reachihg ground and (b) escaping
to space for a series of models varying the tinggiired to achieve peak spherule mass
flux. In all models spherule reentry lasts forr6ih and the total mass of spherules added
is 0.5 g/cm (identical power deposition). Results for incirgdo peak mass flux after 0
minutes (red), 5 minutes (blue), and 10 minutéscid). Upward fluxes are negative.
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6.4 The Self-Shielding Effect

Our simulations of Chicxulub distal ejecta reenitmo the Earth’'s atmosphere
demonstrate that the quantity of thermal radiateaching the surface is not a simple
function of the energy injected into the upper apiere. The spherules themselves
limit the amount of thermal radiation reaching grdu If it is assumed that 50% of ther-
mal radiation from a single falling spherule is #ad upwards and 50% is emitted
downwards and that the atmosphere is empty of #mr @bsorptive species, the ground
receives an equal dose of thermal radiation aspesc® space. Of course, the atmos-
phere is not devoid of absorptive gases such gsa@®HO vapor. The air in the upper
atmosphere is so thin that greenhouse gases hteeeffect on the upward radiation;
however, the density of air increases exponentialyards the ground and our models
show that ~50% of the thermal radiation reachirgldwer atmosphere is absorbed by
greenhouse gases. If gas absorption was the octigr famiting transmission of down-
ward thermal radiation, the thermal radiation reéaghhe ground at any time should be
directly proportional to the energy injection teethpper atmosphere. Our models show
that not only are maximum radiation fluxes at theugd less than half of that escaping to
space, but proportionally less thermal radiatiaches the ground as reentry progresses.

Previous studies considered that spherules wéedydbermal radiation produc-
ers. However, after losing their initial velocgi@and radiating their heat, the spherules
remain in the atmosphere for several more houtba&sslowly settle to the ground and

the opacity of the cloud of settling spherules el® km in altitude increases with each
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added spherule. The thermal radiation emitted deawds from the decelerating spher-
ules in the upper atmosphere encounters an inaghagipaque zone as the total mass of
material injected into the atmosphere increasébe same spherules that deliver energy
to the atmosphere in the form of thermal radiatader act to shield that radiation from
subsequent reentering spherules. ‘Self-shieldbygthe spherules thus limits both the
magnitude and duration of the thermal radiatiorspuieaching the Earth’s surface, an
effect that becomes stronger with time. The rategshich spherules are injected into the
atmosphere may vary, but this not only affectsrétte of energy deposition to the atmos-
phere; it also affects the rate of particle accamaih lower in the atmosphere and hence
the strength of self-shielding. The peak flux leérimal radiation to the ground may be
enhanced by increasing the energy flux to the uppmosphere, but so is the effect of

self-shielding and high irradiances cannot be sustiover as long a duration of time.

6.5 Self-Shielding: Global Wildfire Suppressant?

Compared with previous calculations, which did canisider self-shielding by the
spherules, our models predict both a weaker andeshaulse of thermal radiation at the
ground. This has important implications for asswgshe global wildfire hypothesis.
Ignition of wood occurs when volatiles are produegd rate sufficient to form a flam-
mable mixture with the surrounding air (Simms, 196 the intensity of thermal radia-
tion is high enough, a flame can form spontaneouslthe volatile mixture and jump

down to the wood’s surfacegfontaneous ignitignat lower radiation intensities volatiles
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can be ignited by an independent soupieied ignition) (Simms, 1962). Lightning has
been proposed as a possible ignition source foaatspdue the buildup of static energy
following dust particulate loading of the atmosgh@durda and Kring, 2004; Wolbach et
al., 1990). The critical intensity at which dry e will ignite has been determined
experimentally to be 29.3 kW/nfor spontaneous ignition and 12.5 kW/fior piloted
ignition (Simms and Law, 1967). Although some ekpents show little variation in
critical intensity amongst tree species (Lawson &mhms, 1952), moisture content
increases the critical intensity (Simms, 1960, 1% 8ms and Law, 1967) for both types
of ignition (although there is little effect at YOmoisture for piloted ignition; (Simms
and Law, 1967)) and increased material density @solts in an increased critical inten-
sity for piloted ignition (Simms, 1963).

Previous Chicxulub thermal radiation calculatic@sidered the minimum re-
quirement for piloted ignition to be 12.5 kWAraver a duration exceeding 20 minutes
(Kring and Durda, 2002; Melosh et al., 1990; Toorale 1997), a requirement met by
supposed prolonged pulses of thermal radiationhenorder of 10 kW/fm However,
taking into account the opacity contribution of tegherules themselves, our models
predict a pulse that may exceed the solar norn»28 minutes, but certainly does not
sustain fluxes >10 kW/ffor more than a few minutes (only if the high spie fluxes
occur early in the reentry). In addition, theicat intensity for ignition is a theoretical
minimum; actual ignition intensities obtained expwntally often exceeds the critical
intensity because wood has a limited supply of tdeawhich may be depleted by the

long duration of heating (Simms, 1962) or stripmeday by wind (Durda and Kring,
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2004). More realistic thermal radiation intenstiequired for piloted ignition of wood
have been estimated to be 20 kWfor 30 minutes (Yang et al., 2003) and 20 k\¥/for
20 minutes (Durda and Kring, 2004), both of whichke ignition even less likely at our
modeled irradiances.

The reduced thermal pulse at the ground doesnectydle ignition of all vegeta-
tion types. Lichen, grass, and pine needles maijeigt intensities as low as 8 k\W/m
for exposure times of <1 minute (Anderson, 1970)jt9s possible that some types of
biomass may have ignited and eventually spreadhagofdrests. Additionally, there is
another type of impact plume ejecta, fine dust,ciwimay act against the self-shielding of
spherules and inflict a greater proportion of thergy deposited in the upper atmosphere

upon the surface.

6.6 Fine Dust: Banking for a Firestorm?

Although self-shielding may limit the radiation okéng the ground directly, the
surface thermal irradiation may be exacerbateldefitnpact ejecta include more than just
250 um spherules. Submicron dust has long been susbtxiday a role in the impact
process, and, if it accompanies the spherulesayt substantially increase the thermal
radiation reaching the surface. Although such dusiot directly observed in even the
best-preserved K-Pg boundary deposits, a matrdayf surrounding the spherules may
account for an equal volume of material that mayesent this ejecta faction. Sulfur-

rich aerosols may also contribute to this opaaityree (Pierazzo et al., 2003).
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Thermodynamic studies of SiGhow that, of the material vaporized by the im-
pact, about half of the mass fails to condense ligigd droplets because of the rapid
adiabatic expansion of the vapor plume (Melosh,7200When this uncondensed gas,
traveling with the spherules, encounters the tofhefatmosphere, it decelerates quickly
and condenses into a silicate “smoke” of sub-migoarticles (Nuth and Donn, 1983;
Nuth and Ferguson, 2006). Because of their snmdssthe particles in this smoke are
more than 250 times more opaque, per unit mass ttteaspherules themselves.

This opaque smoke layer generates a hot cap @tith@sphere that is easily pene-
trated by the larger spherules, but not by thenawdiation. Because the smoke opacity is
so high, our numerical code would not convergesasonable time when such a layer is
explicitly added to the simulation. However, chiauggthe upper radiation boundary
condition from free streaming to total reflectiacctarately approximates the effect of this
layer. Because this approximation neglects thermat energy of the smoke layer itself,
this is actually a mildinderestimatef the thermal radiation originating in this layer

The reflected thermal radiation does not all retaehground: Absorption by both
the accumulated spherule layer below and gasd®eitotver atmosphere both reduce the
surface flux. However, the “banking” effect of¢thigh opaque layer increases the ther-
mal flux to 19 kW/mM maximum and >10 kW/mfor >20 minutes, for a stronger and
longer pulse as compared to the nominal case &ig8). This may be sufficient to

ignite woody biomass in addition to less-dense tatgm.
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Figure 33. Thermal radiation flux at the ground &ad to space (b) for the nominal
Chicxulub pulse of ejecta if the upper model boupdsansmits all radiation to space
(black), reflects 50% (blue), or reflects 100% jredpward fluxes are negative.

It is possible that the larger spherules drag sporéon of the dust downwards
and determining the effect of fine dust on thernadiation transfer may not be as simple
as described above. Unfortunately, KFIX-LPL canaotommodate multiple particle

sizes in a single cell and the physical interactitbetween dust and spherules cannot
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modeled at this time. Using a reflective upperrutary yields an upper limit of a dust
cap; a realistic Chicxulub model will require bdibtter-constrained dust volume esti-

mates and consideration of dust-spherule intenagtio the upper atmosphere.

6.7 The Thermal-Sheltering Hypothesis

Understanding the effects of a thermal pulse ¥alhg Chicxulub on terrestrial
organisms is quite complex due the wide varietglofh properties, internal physiologies,
and insulating covers like fur and feathers. Hursln is essentially a blackbody at the
wavelengths of infrared radiation, absorbing 97%aafiant heat from sources <1500° C
(Hymes et al., 1996). Complete epidermal necrostsirs when the skin reaches a tem-
perature of 52° C (Moritz and Henriques Jr, 194&%)a radiation intensity of 10 kW/m
unbearable pain occurs after 5 seconds and theaeb@®% probability of death after a
100s exposure time (Hymes et al., 1996). In a mgeresral model applicable to animals
of different dermal thicknesses, Adair (in pressygests that, at 6 kW/rradiation
intensities, skin will cross the necrosis threshol@r the outer 1 mm after 20 seconds
and over the outer 5 mm after 2 minutes. The epigeis often important structurally
for larger animals such as elephants and woulcehsitsve to thermal damage (Adair, in
press). A 2-minute pulse of fluxes ~6 kW/iseems quite plausible from our model
results and may have been lethal to the thick-gdndinosaurs, in addition to smaller

thinner-skinned animals.
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6.8 Conclusions

The same tiny particles that deposit a large amofienergy as they reenter the
atmosphere at hypersonic speeds later, as théy getiugh the lower atmosphere, act to
limit the transmission of thermal radiation to tireund. This self-shielding weakens the
flux of thermal radiation reaching the Earth’s sgd and the effect strengthens as more
spherules accumulate in the atmosphere. If spdgeare the only type of ejecta entering
the atmosphere, the resulting thermal pulse exceeasal solar fluxes for less than half
of the duration of spherule reentry and peaks B2 &W/nf. Given that previous calcu-
lations were already at the lower limit of wildfreit seems unlikely that this thermal
radiation intensity is sufficient to ignite mostries of biomass, particularly because the
self-shielding by spherules makes sustaining aelaéingrmal pulse difficult. However,
the shortened pulse still attains fluxes 5-15 tithesnormal solar irradiance, if only for a
few minutes, which may ignite non-woody vegetatsach as grass, pine needles, fallen
leaves, etc. and dry the forests making them maseeptible to fires. Additionally, ~7
kW/m? is analogous to an oven set to ‘broil' and eveshart thermal pulse of these
magnitudes will have deleterious biologic effectsliwing animals. A few minutes at
this intensity might cause enough dermal damadpe tethal to even the largest animals.

If spherules are the only type of ejecta reenggetive atmosphere from the impact
plume, our models suggest that the atmospheridryeehejecta shielded the planet from
much of the damaging thermal energy and suppressgdbal firestorm. However, an

equal volume of submicron dust accompanying thepds would act as an opaque cap
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in the upper atmosphere, reflecting much of thearpvthermal radiation downwards and
increasing the magnitude and duration of high tla¢ritaxes at the surface to the lower
limits of forest fire ignition.

Our models treat the spherules as perfectly opathlackbody absorb-
ers/emitters), but, if the spherules are glassyaute transparent to the infrared radia-
tion, the self-shielding effect is prevented (Adair press). However, a nearly transpar-
ent spherulee£0.05) cannot emit its thermal energy as efficieathd would reach tem-
peratures >3000 K leading to ablation upon atmaspheentry, inconsistent with pres-
ervation of spherules and their crystalline strreduat K-Pg boundary localities. Another
mechanism to override spherule self-shielding tseterogeneous distribution of distal
ejecta by impact plume expansion (Kring and Dur2l202) which might leave clear
windows through the mesosphere with few sphertiesugh which downwards thermal

radiation may be concentrated.
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CHAPTER 7

THERMAL RADIATION FROM THE ATMOSPHERIC REENTRY OF
IMPACT EJECTA

7.1 Introduction

From July 1&hrough July 22, 2004, the world watched as piadfethe comet
Shoemaker-Levy 9 (SL9) collided with Jupiter. lasvthe first observed collision be-
tween two planetary bodies and presented a unigpertunity not only to observe the
impact cratering process, but also to study thec&dfof a rapid deposition of energy into
a planetary atmosphere. As each fragment of therh. diameter comet crashed into
Jupiter, telescopes on Earth viewing at infraregtelengths detected a sequence of three
flashes. The typical light curve for an SL9 evieatl two subtle and brief peaks followed
by a third peak, which was brightest and longestirig (Graham et al., 1995; Nicholson
et al., 1995; Zahnle, 1996). The first peak repmé=d the entry of the cometary fragment
into Jupiter’'s atmosphere culminating in the exjgowf the fragment, the second peak
represented the formation and expansion of a hpaatnplume, and the third peak repre-
sented the impact plume falling back into the Jowaemosphere (Graham et al., 1995;
Nicholson et al., 1995; Zahnle, 1996). The thimhlp was typically first detected ~5
minutes after impact and endured for another 1@tiutes (Hammel et al., 1995) as the
plume ejecta descended into the atmosphere. Timeepmaterial fell from heights of up
to 3000 km and at velocities of 10-12 km/s (Hamstedl., 1995) over a radius >18,000

km from the impact site (McGregor et al., 1996).
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The most spectacular flash was not from the ¢olis of the cometary fragments
or the resulting fireballs of melted and vaporizgecta; rather, it was what happened
after each impact event that put on the big show. Timyet hypersonic speeds and
carrying a large fraction of the impact energy &0, Zahnle, 1996), the SL9 impact
plume ejecta emitted a large amount of energy fasred thermal radiation over an area
wider than Earth and showed the world that thermadiation from the atmospheric
reentry of impact ejecta is an important consegei@iampacts into planets with atmos-
pheres.

-

On the last day of the Cretaceous, 65 million yeao, a ~10-km diameter bolide
collided with the submerged carbonate platform ha# YYucatan peninsula creating a
~180-km diameter crater and transporting ejectaratdhe globe. The ejecta deposit at
the Cretaceous-Paleogene (K-Pg) boundary wagdissbvered by Alvarez et al. (1980),
who, based on elevated levels of iridium, propaded a giant impact was responsible
for the end-Cretaceous mass extinction. The sulesggsearch for the source of the
impact ejecta led to the discovery of the now-bli@Ghicxulub crater (Hildebrand et al.,
1991).

Chicxulub ejecta deposits have been found at #igKooundary at sites around
the world. At distal sites greater than 7000 konfrthe Chicxulub crater, the thickness
of the ejecta layer is a fairly uniform 2-3 mm aisdcomposed primarily of densely
packed spherules (amicrokrystitesdue to their relict crystalline texture) with a ame

size of 250 um (Smit, 1999). The extraterressighature of the spherules’ composition,
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such as iridium enrichment and Ni-rich spinelsj¢ates an origin from the impact plume
(Ebel and Grossman, 2005; Kyte and Smit, 1986)ckvinas originally composed of a
mixture of vaporized and melted projectile and ¢argaterials (Melosh, 1989). It is
believed that the spherules condensed from thedthgdame as it expanded and cooled
and reentered the atmosphere on ballistic trajest¢gMelosh and Vickery, 1991). Pro-
jectile-enriched ejecta is also found in localitresre proximal to Chicxulub, but here
interpretation is complicated by additional projeepoor ejecta curtain material in the
K-Pg deposits. In this study, we are concernedh witly the impact plume material,
which contained most of the energy of the impacel@dh, 1989) and deposited this
energy in the atmosphere at hypersonic velocitids3-mm thick ejecta layer may not
seem like much, but the total mass of spherulesgesponding to a global 3-mm thick
layer, assuming atmospheric reentry at 5-10 kmdsildvdeposit a total energy of 1.3-5 x
10" J/nf in the atmosphetdMelosh et al., 1990). Much of this would be eadid from
the spherules during deceleration in the atmospbre@ucing a thermal pulse, much like
what was observed following the impact of SL9 idtmpiter.

Although some of this energy would be radiatedgace, like the thermal radia-
tion detected from SL9, some proportion would bdiated towards the ground and, as
we saw in Chapter 6, understanding the magnitudedanation of such a thermal pulse

at the Earth’s surface has important environmantglications. Reports of soot within

®* The Melosh et al. (1990) energy and thermal rastiatialculations were based on the
thickness of the ejecta layer (3 mm) and assumeatia¢ volume of the ejecta layer is
composed of 500 um spherules. Our study uses raceat data on spherule concentra-
tion (20,000 spherules/@nand average spherule size (250 pm) from the miodis-
turbed distal K-Pg localities to date (Smit 199@ur models deposit ~50% less energy
dispersed into spherules of half the size as thiedheet al. calculations.
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K-Pg boundary ejecta deposits (Wolbach et al., 19@0Ibach et al., 1988; Wolbach et
al., 1985) are interpreted by some as evidencgalfyal wildfires triggered by such a
thermal pulse (Melosh et al., 1990; Robertson et28l04; Wolbach et al., 1990). The
differential survival of species in the terrestriassil record is also consistent with the
ability of animals to seek shelter from an extraimrmal pulse (Robertson et al., 2004).
The potential for severe thermal damage to thepbie® underscores the need to under-
stand the production and fate of thermal radiatiom the atmospheric reentry of impact
ejecta.

There have been several attempts to quantifylteemtal pulse received by the
Earth’s surface following Chicxulub. Calculatiohg Melosh et al. (1990) predicted a
power deposition to the atmosphere on the ordes0okW/nf over one or two hours,
most of which would be radiated as thermal enetgiemmperatures between 1000 and
1500 K. They predicted that a third of this thatmnergy would reach the surface; the
rest would be either absorbed by the atmospheradiated upwards to space. Toon et
al. (1997) calculated, for a Chicxulub-sized impacthermal pulse at the surface exceed-
ing 10 kW/nf for >20 minutes globally. Other calculations (Barand Kring, 2004;
Kring and Durda, 2002) suggest a heterogeneoushdison of impact plume ejecta, but
still predict >10 kW/rf at the surface for >20 minutes over much of tiobe|

These calculations all use different approachesotapute the rate of spherule
reentry from a ballistically expanding impact pluemed the resulting energy deposition
to the atmosphere, but all employ the same siregliipproach to thermal radiation: half

is radiated upwards and lost to space and som®part the remaining downward radia-
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tion is absorbed in the lower atmosphere by greesdgases. While the presence of the
spherule layer at the K-Pg boundary is evidenceHerarge amount of energy that was
deposited in the atmosphere during reentry, the dathat energy is more complicated.
In Chapter 6, we showed that the spherules themseir addition to greenhouse gases,
absorb a significant portion of the downwards thermadiation as they slowly settle
through the lower atmosphere. In this chapter,ewglore in detail the effect of self-
shielding by spherules as a mechanism limitingttieemal effects at the Earth’s surface.
We present a series of numerical models of atmogplgecta reentry in which both the
rate of energy deposition to the atmosphere angrihygerties of the spherules are varied
in order to assess the roles that spherules,rar, iateractions between them play in the
transfer of thermal radiation through the atmosphéeFhe focus of this study is Chicxu-
lub, due to the important environmental implicai@nd the wealth of information about
its ejecta deposits, but the trends discusseddagrde applied to other large impacts into

planets with atmospheres.

7.2 Thermal Radiation Theory and Numerical Approach

Thermal radiation is electromagnetic energy emhitie photons from the surface
of an object due to its temperature. Although wenmonly hear about the thermal
radiation from hot objects, such as the sun (othigcase, hot ejecta particles), all matter
emits thermal radiation at all temperatures, affraljuencies, and at all times (Bohren

and Clothiaux, 2006). Both the amount of energiai@d from a body (F) and the
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wavelength associated with the maximum emittednBitg (ma(nm) = 2.897 x 19
IT(K)) depend on the body’'s temperature. The maxinaumount of thermal radiation
possible for a given temperature is tiack-body radiation Likewise, a body that radi-
ates the maximum possible intensity of radiationdeery wavelength at a given tem-
perature according to the Planck function and cetepl absorbs all incident radiation is
called ablack body This is an idealization and the absorption amission of thermal
radiation by real bodies is always less than tfiise spectraémissivityg, is the fraction
of energy emitted by a body compared to a blackgbatiich is multiplied by the Planck
function to yield theradiance (per unit frequency). The specti@bsorptanceqa, of a
body is the fraction of energy that is absorbed @sndy Kirchoff's law, equal to the
emissivity for a given temperature and frequency.

Integrating the spectral radiance as defined leyRlanck Function over all fre-
guencies and over a hemispherical area yieldsrtadiance (or thermal radiation flux
density),S (W/m?), which is the power per unit area at some locatind at a direction
normal to a defined surface. For a black body,ctwlemits and absorbs radiation isot-
ropically, the irradiance at a given temperaturgjsTdefined by the Stefan-Boltzmann
Law:

S=oT* [7.1]
whereo is the Stefan-Boltzmann constant (5.671 ¥ ¥0 m? K™).

Radiative transfer in the atmosphere is genestlyer from solar (short-wave)
photons emitted from the Sun’s photosphere or ftloenmal (long-wave) photons emit-

ted by the atmosphere or ground (Andrews, 200(01f8ldiand Pandis, 1998). The radia-
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tion emitted by the Sun’s photosphere, which spaaselengths between 0.1-4 um
(ultraviolet, visible, infrared) approximates thata black body at ~6000 K where the
maximum intensity occurs in the visible portiontiké spectrum (~0.5 um). The Earth’s
surface approximates a black body at ~300 K, emgittadiation in the invisible infrared
portion of the spectrum with a dominant wavelengfth-10 pm. Because the irradiance
increases as a function of, the sun radiates almost 2 x°1lines more energy per unit
area than the Earth.

Now consider a single spherical particle entethmeyatmosphere with hypersonic
velocity, decelerating, heating up in excess of0LRQ and emitting that energy as infra-
red thermal radiation. If we assume that the glartboehaves like a black body£ o =
1), then the thermal radiation flux from the hottgde is approximated by the Stefan-
Boltzmann Law. If we assume the particle emitsrgynésotropically, then half of the
thermal radiation is emitted upward and the resm#ted down towards the ground.

In an atmosphere void of absorptive gaseous speatis would be the end of the
calculation and all of the thermal energy radiatiledvnwards would reach the surface.
However, absorbing greenhouse gases exist whialceethe downward thermal radia-
tion, particularly at certain wavelengths. Infrabsorption is strong in bands around
2.7 um, 6.3 um, and 16 pum due to water vapor aBduth and 15 pm due to carbon
dioxide (Andrews, 2000). Absorption by ozone oscura narrow band around 9.6 pm
(ozone absorption is mostly important for ultraetodnd visible radiation). A radiation
temperature of 1000-2000 K would have a dominanteleagth of ~1.5-3 um, at a

frequency range in which absorption by(Hand CQ is significant.
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For a single particle, or for a dispersed grouparticles such that the mean free
path through them is long, it is sufficient to ordgnsider the particles as black body
emitters. However, as Kirchoff's Law states, atiphr with a certain emissivity has the
same absorptivity and if the particles are denpabked and the mean free path reduced,
the thermal radiation emitted from one particle Imigncounter another particle and be
reabsorbed or reflected. Our KFIX-LPL models ofi®®blub ejecta reentry show that
the spherules accumulate in an increasingly delosel @t ~70 km in altitude after losing
their initial high velocities. The downward thernradiation from the decelerating
spherules in the upper atmosphere will be incrghgisbsorbed by the settling spherules
below. Thus, the contribution of opacity from bafteenhouse gases and the spherules
must be considered in a radiative transfer modélis makes the problem computation-
ally much more difficult and requires a numericaldal to compute the transfer of ther-

mal radiation through the atmosphere followingrgéampact.
7.2.1 Thermal Radiation Model

We couple a thermal radiative transfer model, Whoalculates the radiation
energy density throughout the model atmosphergh@oKFIX-LPL model for ejecta
reentry. The thermal radiation model (see Apper@lixuses a diffusion approximation
for radiative transport (based on Zel'dovich andz&a 1967) which yields a relation
between the radiation flux densByand the gradient of thermal energy density

s=—Svu-"Cvy [7.2]
3k 3



169
wherex is the optical opacity anld= 1/ is the optical mean free path.

The spherules are distinguished from the airhayg aire in KFIX-LPL, and each
phase has a separate radiation absorption coeffigibich contributes to the overall
opacity in any computational cell. We assume tigoni solid mafic silicate droplets are
nearly perfect absorbers of thermal radiation &tared frequencies and approximate
their emissivity as 1, although this coefficienh@dso be varied if the particles are more
transparent to thermal radiation. The volume foacof air, 6, and the volume fraction of
spherules, ¥, are computed in KFIX-LPL for each computationell.c Since we are
assuming that the spherules are black-body enfdtessrbers, only their cross-sectional
surface area, which radiation travelling in sontection would encounter, contributes to

their opacity. The opacity (g/cnf) of spherules of radiusin a single cell is

Kg = -6 [7.3]
4a

The opacity of the air can be approximated usiveyages over the spectral line
population. A “Rosseland mean opacity” is defireedthe opacity of a gas at a given
composition, temperature, and density averaged theerange of wavelengths of the
thermal radiation being absorbed and scatteredpé®idl 1997). It assumes the incident
thermal radiation is in thermal equilibrium withetigas (has a blackbody spectrum) and is
useful for calculating the total energy absorbedraadl wavelengths, such as in stellar
interior calculations or other problems of radiatibydrodynamics. In the diffusion
regime, we can replace the complex opacity specotim gas by this single average,
which yields the correct radiative energy transpod momentum balance (Mihalas and

Weibel-Mihalas, 1999). A Rosseland mean opacityaio was computed using modern
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tropical atmospheric absorption profiles (Goody64® The absorption by greenhouse
gases is fixed for a given frequency, but the dadky spectrum of the emitted thermal
radiation changes as a function of spherule tenypera according to the Planck Func-
tion-- and so the Rosseland mean opacity also dispen temperature. The average

opacity of aifka (g/cnt) is calculated to be

_ Pa0
1200+ 31x10°*T__?)

[7.4]

Kq

wherep, is the air density (g/cfh and Tmaxis the radiating temperature of the spherules
in Kelvins. This approximation allows us to igndree wavelength dependence of the
thermal radiation and simply calculate the totadaaption by the air phase at all wave-
lengths. Differences in greenhouse gas contemtdast the modern and late Cretaceous
atmosphere, variations in water content at diffetatitudes and for different seasons,
local weather and clouds, and possible contribstibg impact-produced greenhouse
gases were not considered. A better understarafitige ranges of absorbing gas con-
centrations following Chicxulub is needed for a snogalistic Rosseland mean opacity.
The thermal radiation model permits four typesbofindary conditions, which
can be imposed on any boundary of the model mé&slese include (1) a fixed tempera-
ture boundary where the energy density on the baynd equal to the Planck energy
density for a specified temperature, (2) a fixetlagon flux boundary where the gradient
of the energy density is held constant, (3) a céft@ boundary which ranges from 100%
reflection at all frequencies to 100% absorptionaktfrequencies, and (4) periodic

boundaries.
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The radiation model was implemented in KFIX-LPLhe routine is called at the
end of each computation cycle, at which point impates the instantaneous thermal
radiation balance using the temperatures and demsit both spherule and air phases. A
solution for the diffusion approximation of radiadi transport (Zel'dovich and Raizer,
1967) is attained via a successive over-relaxagchnique (Press et al., 1996 p.860) in
which the radiation energy densities of all thedscet the mesh are recalculated itera-
tively until a solution converges to the desireduracy. This solver can be quite compu-
tationally expensive because higher resolution iregunore iterations for convergence.
An alternate radiation solver using a multi-grigg@ithm (Press et al., 1996 p.869), in
which the radiation field is determined over a ®ssion of increasingly finer meshes,
has also been developed. This solver requiresiasagnesh, which also is computation-
ally expensive at the resolution required for th@c®ulub reentry problem. If ejecta
reentry is homogenous across the top of the modshpa tall skinny mesh is sufficient
and the successive over-relaxation algorithm isepred. However, the multi-grid solver
may be preferable in other problems where a widestms needed.
The radiation model and KFIX-LPL are coupled im thnergy balance, which
accounts for the energy gained by absorption drdgsmission by each phase in each

cell for each computational cycle.

7.3 Modeling
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We modeled the thermal radiation transfer througiitbe atmosphere for the
duration of atmospheric spherule reentry. Theahihesh approximates a 150-km high
slice of normal Earth’s atmosphere with an expaaéptressure gradient, average prop-
erties of air, and ideal gas law behavior. Forpdicity, the initial atmosphere is also
assumed to be isothermal (273 K). Spherical pgestiof some size are injected uni-
formly across the top of our model atmosphere aiesangle and velocity. The spherules
have the properties of basaltic glass (approximdted average composition of Chicxu-
lub spherules) and are treated as a simple incasipte fluid dispersed into discrete
spherical droplets. The spherules are injectet witmass flux rate that can vary with
time according to the desired model of reentry ftbmexpanding impact plume.

The physical model employs periodic boundary cooals on the left and right
mesh boundaries, a free slip boundary on the bofgwound) and an inflow boundary on
the top into which the spherules are injected. fEutation model also employs periodic
boundaries on the left and right sides. The botbdrthe mesh has a fixed temperature
boundary (273 K) to approximate conditions at thegaxe and the top of the mesh has a
boundary that is 100% absorptive (all incident tialr radiation is removed from the
mesh, i.e. ‘lost to space’). Due to the periodartdaries and the fact that spherules are
injected uniformly across the top of the mesh,rddiation solution is not dependent on
the width of the mesh and it is sufficient to usaesh only a few cells wide. The models
presented in this study use a mesh 600 cells mdibacells wide with a resolution of 250
m, which has been determined to be sufficient solke density (and hence opacity)

variations across the mesh and yield an accurétéiso for the surface irradiance (Ap-
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pendix D). Each model was run out to 4000 s, whatjuired ~2 days of computing time
on a Mac Pro machine with 3.2 GHz quad-core In&biXprocessors.

The thermal energy radiated from a black-body temit strongly dependent on
the radiating temperature. Accurately calculatihg maximum spherule temperature
requires an understanding of how the spherulesletate (drag coefficient) and how
heat is exchanged between phases via frictionalingear conduction (heat transfer
coefficients). KFIX-LPL includes algorithms for mputing the drag coefficient and heat
transfer for flow conditions encountered by ejeethich range from reentry into the thin
upper atmosphere at high velocities (free moleciiday) to settling through the denser
lower atmosphere (Stokes/turbulent flow). For mplete description of these terms see
Chapter 3 and Melosh and Goldin (2008).

In our simulations we increase and then decrdaseate of spherule mass flux
reentry linearly. The mass flux as a functioniwfe plots as a triangle, where the base of
the triangle is the total duration of spherule teeand the height of the triangle is the
peak spherule flux. The triangle’s area represtmstotal mass of spherules injected
into the model atmosphere (for Chicxulub, thisgsia to the mass of spherules depos-
ited at the K-Pg boundary). For a triangle of ®egi height and width, the slopes on
either side of the peak flux represent the ratelath the mass flux increases and then
decreases and depend on the time at which theffapa&ccurs. Employing this simple
triangular pulse of spherules allows us to eadignge the dimensions of the pulse and
examine the effect on the thermal pulse at thehEagurface. In addition to changing

the number of spherules injected into the atmospheany time, we can vary properties
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affecting the energy delivered by individual sphesusuch as the reentry velocity and
angle as well as spherule size.

We compare each model to a nominal Chicxulub se® Chapter 6) in which a
total mass density of 0.5 g/éraf 250-um spherules (average mass and size ofidphe
in the K-Pg distal ejecta deposits; Smit, 1999ntexs the model atmosphere at 8 km/s
(average reentry velocity; Melosh et al., 1990)iqpdly at 45 degrees. Ejecta reentry
lasts for one hour with maximum spherule flux atrhibutes—a triangle pulse which
roughly approximates the pattern of ballistic regmalculated by Melosh et al. (1990)
where the area of the triangle is the mass des$igpherules at the most undisturbed

localities according to Smit (1999).

7.4 Model Results from Ejecta Reentry Scenarios

For a simulation of Chicxulub-sized spherules teeng the atmosphere at 8
km/s (the nominal Chicxulub model presented in @é&rap), the spherules streak into the
upper atmosphere at hypersonic velocities, dedalgrdue to drag in the increasingly
dense air. The spherules decelerate to terminatitae at ~70 km in altitude and con-
tinue to settle towards the ground. Because draxg$ act primarily in the vertical direc-
tion, if the spherules enter the atmosphere oblygoauch of the horizontal velocity
component of the original high velocities will reima In this case, the zone of spherule

accumulation below 70 km experiences strong hotaominds on the order of several
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kilometers per second while the spherules are nmobke slowly settling downwards
under gravity.

As the spherules decelerate, kinetic energy ivexwad to heat and this heat is
efficiently radiated from the surface area of tiphesules as infrared radiation. The
spherules reach a maximum temperatures of 160Gtikliyy but peak spherule tempera-
tures decline to ~1250 K after ~10 minutes and #lewly increase to ~1300 K over the
remainder of spherule reentry. This variation u® do spherule-air interactions in the
upper atmosphere: friction between the spherulésaancompresses the upper atmos-
phere and changes in the density structure of gperuatmosphere in turn affects the
deceleration of subsequent spherules. Some ehémmal energy is transferred to the air
via conduction, and because air is not able toilseaadiate its heat, the temperature of
the upper atmosphere increases throughout spheraldry reaching temperatures in
excess of 3000 K.

The spherules, however, are able to radiate kst as infrared radiation. 1300-
1600 K is near the melting point of the mafic spies (>1473 K, depending on compo-
sition), but because the ratio of surface areadiame is high for small particles, the
spherules will not retain such high temperatureg leng and very little mass is expected
to be lost via ablation. The preservation of spered feldspar crystallites, which are
products of condensation in the impact plume, gi@edce against complete remelting of
spherules during atmospheric transport and agréle the peak temperatures in the
KFIX-LPL models. The spherules are assumed toldeklbodies and the emission of

thermal radiation from the hot spherules is a fiomcbf their radiating temperature as
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described by the Stefan-Boltzmann Law. Part ofthieemal radiation escapes to space,
part is absorbed by greenhouse gases in the Idwesphere, part is absorbed by previ-
ously injected spherules settling below 70 km ititiede, and the remaining downward
thermal radiation reaches the Earth’s surface.

Varying the input parameters shows the effect gaah of these parameters has
on the strength of self-shielding by spherules amdhe proportion of the thermal radia-
tion emitted by the decelerating spherules thathes the Earth’s surface. The surface
irradiance is determined by the balance betweenatieeat which energy is deposited into
the upper atmosphere and the rate at which thendieradiation is absorbed by green-

house gases and the spherules below.

7.4.1 Time to Peak Flux

Holding the duration of spherule reentry (60 nanjl total mass of spherules (0.5
g/cnf) constant, we first vary the time at which peakesple mass flux occurs. Because
the width and area of the reentry triangle are @nsthe height of the triangle—peak
mass flux—is constant as well. The earlier peak fbccurs, the faster spherule mass
flux increases prior to peak flux and the slowenesple mass flux declines afterwards.
This scenario was introduced in section 6.3 amibg explored in more detail.

Five simulations, ranging from reentry initiatiag peak mass flux and slowly
building up to peak mass flux after 50 minutes, eveompared (Figure 34). Despite

identical magnitudes of peak mass flux in all siatioins, the peak thermal radiation flux
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at the ground is dependent on how quickly that peaks flux is attained. The surface
receives a thermal radiation dose up to ~12 k¥fnspherule reentry begins immedi-
ately at maximum mass flux. If the time to peakesple reentry is 10 minutes, at which
point one-sixth of the total spherule mass hasredt¢he atmosphere, the maximum
thermal flux at the ground is halved to ~6 kV{/nfFor an even later occurrence of peak
mass flux (>10 min), although this is less phys$jcalausible based on impact plume
expansion models (Kring and Durda, 2002; Melosal.et1990), the surface irradiance is
further reduced. The slower the increase in mlasstd the atmosphere, the greater the
opacity contribution by spherules at any given nfass the greater the effect of self
shielding, and the smaller the fraction of thererargy reaching the Earth’s surface.

Unlike at the ground, where the thermal pulseusdated in both magnitude and
duration by spherule self-shielding, the thermaliaaon pulse exiting the top of the
model atmosphere is approximately half the powgrodiion in the upper atmosphere.
The peak flux to space is 22.5 kW/ipeak spherule reentry begins immediately and is
equivalent to 50% of the peak energy flux. Theatioh flux to space increases slightly
to ~28 kW/nf if peak mass flux occurs at 50 minutes. Thisxisl@ned by half of the
downwards thermal radiation absorbed by the shigldpherules below being reradiated
upward. The strength of the self shielding eff@etermines how much excess thermal

radiation will escape to space.
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7.4.2 Duration of Spherule Reentry

Although previous calculations of ballistic impgdtime expansion predict spher-
ule reentry over one hour or more, a characteristie interval of ~20 minutes has been
suggested for the delivery of the bulk of the splesr (Melosh et al., 1990; Toon et al.,
1997). Assuming constant total spherule mass ¢@67) and time of peak spherule
reentry (10 min), the total duration of the pulsaswaried between 15 minutes and 2
hours (Figure 35). Because the same spherule mabsdivered to the atmosphere in
every simulation, shortening the duration of regmicreases the peak mass flux and the
slopes of the mass flux triangle. The peak massifi the 15-minute long spherule pulse
is four times greater than that of the hour-lontspu Quadrupling the power deposition
to the upper atmosphere results in quadruplingtikeemal energy radiated upwards to
space (~100 kW/fmvs. ~25 kw/m). However, only twice as much thermal radiation
reaches the ground (~13 kWAws. ~6 kW/m). Peak radiation flux at the ground occurs
earlier for shorter, stronger spherule pulses tespe fact that peak spherule flux occurs
at the same time in all simulations. At the tinigp@ak spherule mass flux, 4 times more
spherules have entered the atmosphere in a 15emnilge versus a 60 minute pulse, and

the shielding effect of the spherules is much sfeon
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7.4.3 Total Spherule Mass

For Chicxulub, the total amount of spherules whieknter the atmosphere is
constrained by the spherule content of K-Pg boundaposits which is fairly uniform at
distal localities (Smit, 1999). It has been sutggeshat parts of the globe, such as areas
more proximal to Chicxulub or the antipode, woulavé received more impact plume
ejecta (Kring and Durda, 2002; Melosh et al., 1990) addition, impacts of different
sizes would eject various volumes of impact plunseamal so it is important to consider
the effect that the total spherule mass densitychvielates directly to the total energy
density deposited in the upper atmosphere, habethermal pulse at the ground. The
total spherule mass density was varied between &% and 2.0 g/cf) assuming
constant duration of reentry (60 min) and time eflp reentry (10 min) (Figure 36).
Hence, we varied the area of the “reentry triangi#iile keeping its width constant,
which implies that the height (maximum flux) an@ms (flux increase and decrease)
change proportionally.

Until the decline of spherule reentry (>10 mirf)e tthermal radiation fluxes to
space and to the surface look nearly identicahtse of the reentry duration tests. This
is to be expected because the mass fluxes in let$hos tests are identical until peak
reentry. After reentry, the rate at which sphefilg decreases is different because the
decline of spherules is fixed to 50 minutes in ¢hesnulations, whereas it varies in the
previous set of simulations. Comparison of Figdseand Figure 36 permits examination

of the effect of spherule flux decline on the thakpulse at the ground.
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7.4.4 Spherule Size

Up to this point, we have assumed uniform 250 pirerules (125 pum radius),
which is the average spherule size in distal K-dt@lities (Smit, 1999). There is some
natural variation in spherule sizes in the K-Pgcigedeposits (<1 mm, (Smit, 1999)),
which we are unable to model due to the inabilit)KBIX-LPL to handle different sized
particles in the same computational cell. Sphecoledensation models suggest that the
characteristic spherule size is a function of inipasize (Melosh and Vickery, 1991).
Not only is it important to consider the effectsgherule size on the thermal pulse for
Chicxulub, but also for other impacts where diffégrepherule size distributions may be
produced. Changing the spherule size has two it@pibconsequences for the resulting
thermal pulse at the ground: the radiating tempeeathanges (bigger spherules become
hotter upon reentry and radiate more heat per gfghalthough there are fewer spherules
overall) and the opacity contribution of the sphesiwchanges (the same volume of larger
spherules contributes less opacity than that oflemspherules).

We conducted a series of simulations with the sapteerule mass flux for all
runs (1 hour duration, peak flux after 10 minut&$, g/cnf total mass density), but vary-
ing the particle radius between 62.5 um and 50(figure 37). Because the mass flux
and reentry velocity is constant, the power depwsiib the upper atmosphere at any time
is the same for the entire set of simulations. piesthis, increasing the particle size

leads to increased irradiance at the surface aoaeed irradiance to space. For exam-
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ple, 9 kwW/nf of thermal radiation reaches the ground and 17ni\¢scape to space
when 1-mm sized spherules are used, in contré&ti/n? and 25 kW/rf for average
Chicxulub 250-um sized spherules. In additionyeasing the particle size shifts the
peak irradiance at the ground towards the timeeatkpmass flux, causing the shape of
the ground irradiance with respect to time to apphothat of the power deposition to the

atmosphere.
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7.4.5 Reentry Angle

Since all the spherules in a single computati@e#il must move uniformly, we
are limited to a single angle of spherule reentijowever, impact plume ejecta is
launched with a range of initial angles and badigdty reenters the atmosphere with the
same range of angles (Melosh et al., 1990) duensarvation of angular momentum. In
the simulations presented thus far, we assumedudplentered at 45°. An additional set
of simulations, which varied the reentry angle wigspect to the horizontal from 90° to
30° (Figure 38), explored the effect that the iroick of spherule reentry has on the
thermal pulse at the ground. While the peak serfaadiance from the nominal Chicxu-
lub simulation with 45° reentry is ~6 kW/mthat for vertical reentry is ~13 kW#m
Steeper reentry angles also result in a thermaepat the ground which exceeds the
maximum solar flux for a longer time interval, atigh the effects of self shielding are
still evident. The thermal radiation flux to spavere than doubles (~65 kW?ms. 25
kw/m?) if vertical reentry is used. The steeper thel@od reentry, the greater the ther-
mal pulse to both ends of the atmosphere.

Despite identical energy deposition in all simiglas, the proportion of a spher-
ule’s kinetic energy that is converted to thermad¢rgy depends on the reentry angle.
The drag forces acting on a falling spherule deatdethe spherule’s vertical velocity.

Spherules that reenter the atmosphere obliquedynretost of the horizontal component
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of their velocity upon reaching their terminal veat velocities because the upper atmos-
pheric gases are accelerated by the horizontal coem of the entry velocity. The
smaller the vertical velocity component, the lower radiating temperature and emission
of thermal radiation. However, because the massdf spherules is unchanged between
simulations, the number of spherules in the atmesplat any time is constant for all
reentry angles and the resulting opacities arelaimiA more oblique reentry angle
decreases the thermal energy radiated from thecakedeceleration of the spherules, but
the absorption of that energy is the same regardifangle. The reduction of irradiance
at the ground and to space in more oblique insgac@roportional to the reduction in
thermal energy. The duration of the thermal palsthe ground is reduced because the
strengthening self-shielding effect increasinglynilmates the thermal energy flux for

lower reentry angles.

7.4.6 Reentry Velocity

In addition to reentering at a range of anglegaaot plume ejecta also arrives at
the top of the atmosphere with a range of velaiti®lelosh et al. (1990) suggest that, of
the material which does not exceed the Earth’spesegalocity (11.8 km/s), most of the
impact plume ejecta would reenter the atmosphevelatities in the range of 5-10 km/s.
In addition to velocity variations inferred fromeeja plume theory, the presence of
shocked quartz within the K-Pg distal ejecta ddaposidicates the presence of lower

velocity material (Alvarez et al., 1995) which wssmehow incorporated into the impact
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plume deposits. An average velocity of 8 km/s, chiepresents the Earth’s circular
orbital velocity (Toon et al., 1997), was used Ihprevious simulations and here we
compare those results to those of slower reentiycites, assuming the same nominal
Chicxulub spherule mass pulse to the upper atmospl&imulations were conducted for
both 45° reentry (Figure 39) as well as verticahtey (Figure 40) in order to maximize
thermal energy production for an individual spheruHigher reentry velocity results in a
larger thermal radiation flux both to space anthatground. As expected, vertical reen-
try results in increased fluxes as compared withqab reentry at the same velocity.
Again, the different irradiances can be explainga@dnsidering the conversion of kinetic
energy to thermal energy during reentry. The fastepherule reenters the atmosphere,
the more kinetic energy it has, the hotter itsatidg temperature will be, and the greater
the emission of thermal radiation from its surfaé®educing the reentry velocity from 8
km/s to 5 km/s (both at 45°) results in a 40% deswan power deposition to the atmos-
phere, a drop in peak radiating temperatures fr600XK to 1100 K, and a decrease in
peak surface irradiance from ~6 kW/no ~2 kW/nf. Since spherule mass flux and
spherule size are the same in all simulations,oftecity contribution by the spherules
and thus the strength of self-shielding is the s@ammeughout the period of spherule

reentry.
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192

7.4.7 Spherule Emissivity

It has been argued (Adair, in press) that the Xtihib impact spherules had
glassy translucent textures after cooling in thecsphere following heating during
deceleration to a molten state. However, in cehti@the glassy microtektites found at
sites more proximal to Chicxulub, the spherulesc(okrystites) found at distal K-Pg
boundary sites display a relict crystalline text(8enit, 1999). If the crystalline texture is
primary, this suggests that the spherules did ootptetely melt during reentry, but
instead cooled slowly in the expanding impact pluand were not completely glassy at
any point during atmospheric descent. Also, theegdes have a mafic composition
(Smit, 1999) which would limit their translucenceea if originally glassy. However, it
is important to explore how the particles’ deviatioom black bodiese(< 1) affects the
thermal radiative transfer from impact ejecta reent

We conducted a series of models with the nomiatxX@ilub pulse of ejecta in
which we varied the emissivity of the spherule gh@lgure 41). Lower spherule emis-
sivity leads to greater thermal radiation fluxeghet ground and lower fluxes to space.
Additionally the thermal pulse at the ground endue a longer period of time and more
closely reflects the power deposition to the upgterosphere. Compared with the half-
hour thermal pulse peaking at 6 kW/ifithe spherules behave like black bodies, surface
irradiance exceeds solar values for ~50 minutels avinaximum of 11 kW/fif & = 0.25
and ~60 minutes with a maximum of 17 kW/ihe = 0.05. The translucent spherules

absorb less incident thermal radiation and these#lding effect is weakened.
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A translucent spherule may absorb less incidediatian, but it also emits its
thermal energy less efficiently and, as a resh#,dpherules become hotter. In contrast
to maximum spherule temperatures of 1200-1600 Kbfack-body 250 um spherules,
temperatures reach 1700-2200 K4#er 0.25 and 2500-3300 K fer= 0.05. At such high

temperatures, ablation of spherule mass may béisaytt.

7.5 The Role of Opacity in Surface Irradiance

Varying the rate and manner in which spheruleatezdhe atmosphere alters the
flux of downward thermal radiation reaching the grd as well as that of the upward
radiation escaping to space. Modifying reentryapseters changes the rate of energy
deposition in the upper atmosphere and the reguttite of thermal radiation emission
from the decelerating spherules. However, diffeesnin thermal radiation production do
not entirely explain differences in the transfertiofit thermal radiation throughout the
height the atmosphere, particularly to the surfalfehe spherules are black-body emit-
ters and radiate half of their thermal energy uplsaand half downwards and the atmos-
phere contains no absorptive species, then thendigrulse at the top and bottom of the
atmosphere should be identical and equal to halktiergy pulse delivered by the spher-
ules. While the top of the atmosphere in our KEERXE simulations receives an irradi-

ance equal to approximately half of the energy,fline ground receives a thermal pulse
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that is truncated in both magnitude and duratiocaaspared to the energy pulse from
spherule reentry. The proportion of downward thermadiation that is absorbed in-
creases with time.

Unlike the upward flux of thermal radiation to spawhich encounters few ob-
stacles in the thin upper atmosphere in which tleanrree path is long, the downward
flux encounters (1) increasingly dense atmosphengaining absorbing greenhouse gas
species and (2) the cloud of decelerated sphebdsv 70 km in altitude. The flux of
thermal radiation that reaches the surface is atifium of the power deposition in the
upper atmosphere and the rate at which the downthaminal radiation is absorbed or
reflected by gases and other spherules. In ouadtngecta simulations, we treat spher-
ule reentry as a pulse in which the rate of spleemass flux to the atmosphere increases
and then decreases. Both the rate of energy depoand the strength of absorption by
spherules are varied with respect to time. In otdasolate the contributions of absorp-
tion by greenhouse gases and self-shielding byrajg@seto the surface irradiance, we
conducted a series of simulations in which the o&tgpherule reentry is held constant for
the entire 4000 s simulation. Although the spreerahss fluxes are within the ranges of
our variable-inflow Chicxulub models, the total splle mass deposited in these simula-
tions is not necessarily comparable to Chicxuluthe purpose of the constant-inflow
runs is to isolate the self-shielding effect.

The power deposition to the upper atmosphere mstaat and the irradiance
emitted from the decelerating spherules is alsstamt. According to previous methods

of determining the thermal radiation from ejectantey (i.e. Melosh et al., 1990), this
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would result in constant irradiance to space eqgadfalf the power input in the upper
atmosphere and a constant irradiance to the greguo@ling, perhaps, a third of the
power input after the absorption of some constaattion by greenhouse gases. As our
model results show (Figure 42), the flux of thermaaliation at the ground decreases with
time, and the decrease is more pronounced for ggr@adss fluxes. Regardless of the
magnitude of spherule mass flux, the radiation fuxthe ground in every simulation
converges upon sub-solar irradiance levels. Alghothe flux to space more closely
reflects the constant power deposition to the upp@osphere, the increasingly truncated
downward flux results in stronger than predictedvaal fluxes, and the irradiance escap-

ing to space increases gradually with time.

7.5.1 Absorption by Air

Modeling spherule reentry at constant mass fllowa us to quantify the absorp-
tion of thermal radiation by greenhouse gasesenatmosphere. We modeled spherule
reentry with a constant mass flux {16 cm?® s) into an atmosphere with average grey-
body absorption by greenhouse gases (see Appendadinto an atmosphere without
any absorbing species. The 250-um spherules lirayek 8 km/s reenter the atmosphere
vertically in order to maximize thermal radiatiomission from the decelerating spher-
ules and eliminate the added complication of rerhhanizontal velocity in the spherule
cloud. We then compared the fraction of the kinetiergy flux deposited in the upper

atmosphere that reaches the ground or is lostacesfl-igure 43). For a nonabsorbing
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atmosphere, initially ~55% of the kinetic energyxfreaches the ground and this declines
with time, dipping below 10% after 30 minutes. For average absorbing atmosphere,
only 25% of the energy flux reaches the groundhasntal radiation, falling to 6% after
30 minutes. Comparing the surface irradianceHerabsorbing atmosphere model to that
of the non-absorbing model yields the proportiordoivnward thermal radiation that is
blocked from reaching the surface by greenhousepgasity. Near the beginning of the

model, 60% of the downward thermal radiation isoabsd by greenhouse gases and this
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decreases to a fairly constant 35% absorptiorhbyend of spherule reentry. The frac-
tion of the energy flux that reaches space as thleradiation increases to 90% by the
end of spherule reentry, far more than the 50% @®peby models that do not include
optical opacity. The radiation flux to space imiar for both models, but the fraction of
the energy exiting the model atmosphere as upwadition is higher for an absorbing
atmosphere.

The proportion of downward thermal radiation abgorby gases is not constant,
but decreases gradually with time. The gas opawcitfFIX-LPL is a function of the
radiating temperature of the spherules, which gafiem 1600-1300 K throughout the
coarse of spherule reentry due to the varying degfeatmospheric compression. On
average ~40% of the downward thermal radiationlaeled by greenhouse gases, al-
though a little less is transmitted to the grouadyein the simulation and a little more
towards the end. Some of the blocked downwardrthkeradiation is absorbed and some
is reflected upwards, which explains why the presesf greenhouse gases in the lower
atmosphere leads to enhanced thermal radiatiortdlspace, particularly near the begin-
ning of spherule reentry when the effect of gascipas strongest. Changes in the de-
gree of gas absorption, however, does not expharsharp decrease in surface irradiance
as compared with the constant energy flux to theeuptmosphere. If greenhouse gases
were the only limiting species, then the fractidrit@rmal radiation reaching the ground
shouldincreasewith time as the gas absorption weakens. Addignthe model with-
out gas opacity shows a thermal pulse at the grelaadalso decreases with time. This

suggests that, while greenhouse gas opacity magmrd0-50% of the thermal radiation
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Figure 43. The fraction of the kinetic energy flleposited by spherules (vertical reentry)
in the upper atmosphere that reaches (a) the granddb) space as thermal radiation.
An atmosphere void of any absorptive species (gedpmpared with an average Earth's
atmosphere with absorbing greenhouse gases (daek b(c) The fraction of downward
thermal radiation absorbed by gases. (d) The sttomean free path for both types of
atmosphere, which lies within the spherule cloutdisg through the mesosphere. The
shortest mean free path is determined from avenag@n free paths at 10 km altitude
intervals. The actual shortest mean free path Imeayp a cell between these intervals and
the jagged plot due to this incomplete sampling.
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in the lower atmosphere from reaching the grouhd,main effect of gas opacity is to
roughly halve the magnitude of downward thermalatah throughout reentry, but not
limit the duration of the strong thermal pulse. fatt, while the absorption by gases
weakens slightly with time, the minimum mean freghpfor both atmospheres decreases
and this is controlled not by greenhouse gasesbpuhe increasing concentration of

spherules in the mesosphere.

7.5.2 Absorption by Spherules

If we compare the fraction of the energy flux deiped in the upper atmosphere
that reaches the ground as thermal radiation fegraé different constant rates of spher-
ule reentry (Figure 44), it is apparent that insheg the rate of spherule injection also
increases the rate at which the downward thernthhtian is absorbed. For all vertical
simulations, initially 25% of the energy flux reashthe ground, 30% reaches space and
the rest is presumably absorbed by greenhouse.gdfsasmore realistic 45° reentry is
assumed, the maximum fraction of the energy flusnly ~15% at the ground and ~20%
to space. Despite the constant rate of energysiipoin the upper atmosphere, and the
gradually weakening absorption by greenhouse g#seshermal radiation flux reaching
the ground in all simulations decreases and thetfiuspace increases. After 1 hour of
spherule reentry, almost all of the thermal enengytted by the spherules is escaping to
space with just a few percent reaching the sunfegardless of the mass flux to the upper

atmosphere.
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The spherule opacity contribution to a single cataponal cell is a function of
the number of spherules in the cell and the crestiemal area of each spherule. Thus,
the higher the flux of spherules to the upper aphese, the greater the spherule opacity
contribution, the shorter the mean free path thinoting spherule cloud, and the greater
the fraction of downward thermal radiation thaprevented from reaching the ground.
In the constant flux simulations, the minimum méeee path, which is at an altitude
coinciding with the densest part of the spherubeid] decreases with time as the spherule
cloud becomes denser. Although the spherulesdaledato the atmosphere at a constant
rate, the minimum mean free path through the spdetaud decreases nonlinearly. This
is due to the complex nature of particle-air intdcns in the accumulation of spherules
in the cloud and emphasizes why a numerical madeéeded to accurately compute the
density of the spherule cloud. Two runs with idealtspherule mass fluxes, but different
reentry angles have similar minimum mean free p&iHgtle shorter for vertical reentry
because the spherule cloud is a little less densstked if some horizontal velocity is

retained) which explains the similar rates of apson with respect to time.

7.5.3 Thermal Radiation Transfer through the Atpmasic Column

Thus far we have considered just the thermal tiadiaeaching the top and bot-
tom of our atmosphere. To fully understand thecatfbf opacity, both from greenhouse
gases and spherules, the transfer of thermal rawliand the variations in opacity

throughout the height of the atmosphere are cordpare
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Figure45) at different times in a simulation of verticalhgpule reentry at constant mass
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Figure 45. Thermal radiation flux, mean free pa#idiation energy density, and thermal
emission vs. altitude after (a) 5 minutes, (b) lidutes, and (c) 20 minutes of vertical
spherule reentry at constant mass flux (1LE-4 § efh= dark blue, 2E-4 g cfhs™ = red,
3E-4 g cnt s* = blue). Upward radiation fluxes are negative.
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The upper atmosphere is thin and largely voidreéghouse gases, although there
IS some opacity contribution by the rain of decatieg spherules. The higher the mass
flux of spherules, the shorter the mean free pgatbugh the upper atmosphere. Because
the mass flux in each simulation is constant, gha&cay in the upper atmosphere is con-
stant with respect to time. The lower atmosphsreoid of spherules, so only green-
house gases contribute to the opacity. As theityenisthe atmosphere increases expo-
nentially with decreasing altitude, the mean fraéhpgs shorter closer to the ground and
gas absorption is stronger. The density struab@irttne lower atmosphere is unaffected
by the spherule reentry above, and so the opaxitgdependent of spherule mass flux
and time, at least until the settling spheruleshighe lower atmosphere.

For reentry at a constant mass flux, both the ippacthe lower atmosphere and
that of the upper atmosphere are largely consane¢entry progresses and absorption of
thermal radiation in these regions should alsodrestant. However, in the middle of our
model atmosphere at ~70 km in altitude, the deatddrspherules accumulate and here
the opacity is not constant. As more spheruleldemte in the upper atmosphere the
spherule cloud below becomes denser and broadethanchean free path over this re-
gion decreases.

The flux of downward thermal radiation does ndiethat of the upward thermal
radiation. The downward thermal radiation is trated at the top of the spherule layer,
and this effect increases with time. In contrdst, upward thermal radiation quite freely
exits to space and the flux to space increasestimt as some of the downward thermal

radiation is reflected upwards by opaque speciastead of the distribution of radiation
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energy density being equal throughout the atmospliee radiation energy density drops

sharply below the spherule cloud.

7.6 Conclusions

As we observed in the impact of comet SL9 withitdupejecta emits a substan-
tial quantity of thermal radiation when reenterthg atmosphere at hypervelocities from
the expanding impact plume. However, understanthegfate of that energy is more
complicated than previous workers have assumed.oig must absorption by gases be
considered, but the spherules themselves act ébdstie surface from a fraction of the
downward thermal radiation, a fraction that incesasvith time. Absorption by both
phases must be considered in any impact ejectéryaeodel in order to predict the flux
of thermal radiation both to the ground and to spa&lthough there is some variation in
gas absorption due to changes in the spheruleti@ii@mperature as reentry progresses,
approximately 40-50% of the thermal radiation is@bed by greenhouse gases. The
proportion absorbed by spherules is much more Mariancreasing with time as a func-
tion of the rate of spherule reentry. We varieldesple reentry input parameters and our
models show that the thermal pulse at the surtacspace, or anywhere else in the at-
mosphere is determined by the energy flux delivai@dhe upper atmosphere, the
strength of self shielding by spherules, and aligoroy greenhouse gases. Gas absorp-
tion is approximately constant, but changing theutnparameters alters the emission of

thermal radiation in the upper atmosphere, absmrgielow, or both:
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(1) Emission and absorption by spherules changleearsame direction. Modify-
ing duration of spherule reentry, temporal variagian spherule reentry rate, and the total
added mass of spherules alter not only the energgsition to the upper atmosphere (the
production of thermal radiation), but also the afyacf the spherule cloud below 70 km
(the absorption of thermal radiation). A higheteraf spherule reentry will initially lead
to higher fluxes at the ground, but the opacityhef spherule cloud will also increase at a
higher rate resulting in stronger self shieldingl amcreased truncation of the thermal
pulse at the ground.

(2) Emission and absorption by spherules changgpposite directions. Modify-
ing spherule size or emissivity for the same spearentry pulse changes the opacity of
the spherule layer, but does not change the erdapgsition to the atmosphere. For the
same mass of larger spherules, incident thermatrad encounters less cross-sectional
area and the effect of self-shielding is weakeikewise, transparent spherules transmit
more incident thermal radiation and also weakenefifect of self shielding. However,
both increasing the particle size and decreasiegethissivity ¢<1) of the spherules
increases the peak spherule temperatures and é&sgtheir cooling time and ablation
must be considered.

(3) Emission changes, but absorption stays theesaModifying the angle or
velocity at which spherules reenter the atmospbess not change the rate of spherule
addition to the upper atmosphere, but does aleertiermal energy emitted from each

spherule. For steeper reentry angles or highecites, the thermal energy emission by
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decelerating spherules is increased, but the badfebng by the spherule cloud is nearly
unchanged.

Although our models, in contrast to previous clttans of spherule reentry,
include absorption by spherules and a more rigotmatment of absorption by green-
house gases, there are other sources of opticaltppparticularly at the regional scale,
that must be considered in any complete model efmthal radiation following a large
impact event. In the lower atmosphere, we assunieaa sky with average greenhouse
gas content, but do not consider the effect of neyat Water droplets and ice crystals in
clouds in the lower atmosphere possess absorpaindsbover much of the infrared spec-
trum (Seinfeld and Pandis, 1998) and would reduwvensivard thermal radiation reaching
the Earth’s surface as a function of the opticalkifiess of the cloud layer. The energy
required to evaporate a cloud with column densipyctl of tropical clouds is compara-
ble to the total thermal energy reaching the cloym during Chicxulub ejecta reentry
(Melosh et al., 1990) and the ground beneath wbaldhielded from damaging irradian-
ces. Small particulate matter in the lower atmesplsuch as smog, dust, and soot (either
from preexisting or impact-generated wildfires) Wwbalso add to the opacity of the
lower atmosphere and block downward radiationaddition to the impact spherules, the
reentry of the impact plume may inject some qugmitsubmicron dust (Melosh, 2007;
Nuth and Donn, 1983; Nuth and Ferguson, 2006), wapor (Pope et al., 1994) and
sulfur-rich aerosols (Pierazzo et al., 2003). Thauld serve as an opaque cap to the
upper atmosphere and reflect/absorb upward theraaigtion, decreasing the radiation

flux to space, but increasing the surface irraca(see Chapter 6).
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Finally, our models assume a fixed temperaturéatiath boundary condition at
the ground, but the surface of the Earth is hetregus in how the ground interacts with
downward radiation. An ocean or lake surface, sveampland, sandy desert, grassland,
rocky craton, vegetation-sheltered forest flooc, ell reflect and absorb incident radia-

tion differently. Subsequent modeling work willpggare how varying the lower bound-

ary condition affects the radiation energy denaitthe Earth’s surface.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

The sedimentation of the global K-Pg boundary dayas fast, furious, and
deadly. The Chicxulub ejecta spherules travelimghe impact plume at hypersonic
velocities deposited a large quantity of energyhm upper atmosphere, heating both air
and spherules, altering both the mechanical stiybploerule descent and the structure of
the atmosphere, and releasing a potentially lgtidéde of thermal radiation upon the
surface. Our models show that atmospheric intienracbetween air and ejecta during K-
Pg boundary layer deposition factored heavily ia fdte of the ejecta and life on Earth.
The main results of the modeling work presentethia thesis show how atmospheric
interactions with falling ejecta affect (1) the rhanics of ejecta sedimentation and (2)

the environmental consequences of Chicxulub.

8.1 Ejecta Sedimentation Mechanics

The deposition of ejecta spherules through thehEBaatmosphere cannot be
described by the Stokes flow settling of individpalrticles at their terminal velocities.
Spherule loading of the mesosphere at ~70 km itu@dt leads to turbulent instability
and vertical density currents transport the splesrabnvectively as plumes. It is a simi-
lar phenomenon as found in other natural systent$) as tephra fall in water, where fine

particles are added to a fluid medium at a higk.flWwe can assess density current for-
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mation both analytically with our derived critefiar instability onset and numerically
with KFIX-LPL. The formation of plumes has impantamplications for the total time
required to deposit the K-Pg boundary and the stfldeposition. Our models only
include transport through air and several local segional phenomena including wind
and other local weather, waves, ocean currentsseitichg through a deep water column,
affect the final sedimentation of the K-Pg boundiamer as observed in the rock record
today.

Atmospheric interactions with decelerating ejelgad to compression of the
upper atmosphere and the development of pressadeegts if the distribution of ejecta
across the top of the atmosphere is patchy. Theleated spherules spread laterally
across these pressure gradients leading to a omdeposit on the ground despite a non-
uniform entry into the upper atmosphere.

Horizontal winds up to 5 km/s are generated witthia spherule layer due to
remnant horizontal velocities following oblique aspheric reentry. Such winds may
transport low velocity mineral grains radially awapm Chicxulub and explain why
shocked quartz grains are found within the impdete ejecta material. In addition,
heating of the air above the spherule layer mag teadebris floating (Artemieva and
Morgan, 2008; Colgate and Petschek, 1985) andalagpread of small grains around the
globe. Debris floating is not observed in our eatrmodels, but these models only
include spherule-sized particles and future work axamine the transport of smaller
particles through a spherule-altered atmospheres Wil test whether small shocked

mineral grains are carried laterally by the buoyasttupper atmosphere.
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8.2 Environmental Effects

Reentry of Chicxulub spherules at 8 km/s and atatfsl the subsequent decelera-
tion in the atmosphere heats the particles to I K and this heat is radiated from
the spherules’ surfaces as infrared thermal radiatiThe downward thermal radiation is
modified by absorption by both absorptive greenkog@s species in the air and previ-
ously decelerated spherules settling lower in tineoaphere. This self-shielding effect
limits both the magnitude and duration of the puls@igh thermal irradiances reaching
the Earth’s surface. The flux of thermal radiatteaching the ground is a function of not
only the emission of thermal radiation from decatig spherules in the upper atmos-
phere, but also the strength of the self shieleiffigct which is a function of the concen-
tration of spherules drifting lower in the atmosghe

Although a pulse above solar values for ~30 mimated peaking at 6 kWfnas
predicted by our nominal Chicxulub model, is suffit to cause significant dermal
damage (even to large animals), this is below dkaest limit for piloted ignition of most
woody biomasses. Without a mechanism to overmtfeshielding by spherules, support
for the global wildfire hypothesis is weakened. wdoer, the presence of a hot opaque
dust cap in the upper atmosphere, either as submuiust condensed from the impact
plume or as sulfur-aerosols will reflect enoughriti@ radiation downwards to ignite

fires across the Earth.
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8.3 Future Directions

8.3.1 Chicxulub

The work presented here focuses mainly on thé fiesir or two of spherule
reentry and the changes to the atmosphere that dogag this time. Future models will
track the deposition of ejecta to the ground t@avbthe time required for complete depo-
sition of the layer. This has been modeled atsmyaresolutions showing the deposition
of ejecta over several hours, but resolution <25@ nequired to resolve density current
formation and adequately model the descent of @&jeciplumes through the lower at-
mosphere.

We modeled the role submicron dust may play imataxh transport with a crude
approximation where we use a reflective upper baontb our mesh. Future work will
model the descent of fine dust particles throughatmosphere to determine how deep in
the atmosphere the dust penetrates, when the sldsiposited relative to the spherules,
and how different volumes of dust affect the envinent. We also plan to examine the
transport of fine particles in the lower atmosphéke soot from impact-generated wild-
fires to test whether the soot is lofted high erpungthe atmosphere to spread globally.

At sites of intermediate distance (2000-4000 kropt the crater in continental
North America, the Chicxulub impact ejecta consadtswo layers: In addition to the ~3
mm-thick upper layer containing the Iridium anomalyd spherules, there is a lower,

thicker (i.e. ~2 cm-thick in Raton Basin, NM) layansisting of mainly terrestrial clay-
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stone (Smit, 1999). It has been suggested thatfper layer is equivalent to the distal
fireball layer and the lower layer represents maltdrom the ejecta curtain, but the
mechanics of producing two distinct layers is uacleThe dual-layer stratigraphy has led
to the argument of a second impact event, butatss possible that atmospheric interac-
tions can explain the emplacement of two distipetta layers. Deposits from the ejecta
curtain are expected to extend to the intermediggtances where the double layer is
observed. We can model this by injecting an ihibiaef injection of terrestrial ejecta
into our model atmosphere in addition to the ma@gnged flux of fireball material.
Preliminary KFIX-LPL models with an older versiohtbe code (without the full radia-
tion model and corrected drag coefficients) showed compression of the atmosphere
by the terrestrial material alters the structuréhef atmosphere causing the fireball mate-
rial to fall separately and resulting in the depoai of two distinct layers. Currently
KFIX-LPL is sensitive to injection at the large maluxes of the ejecta curtain, but
future models work with the updated version of KRIRL at higher resolution will
explore the atmospheric effects of two distinctspslof material to the upper atmosphere
and also resolve any density current formation,ctwvhivas observed to occur in both
particle layers in our preliminary models.

KFIX-LPL does not include chemistry, but the résdtom our models provide
the pressures and temperatures throughout the plt@s and through time and yield
initial conditions for the chemical reactions tloaicurred following the Chicxulub im-
pact. Betty Pierazzo has recently adapted thergkeaeculation model WACCM, which

includes atmospheric chemistry, for use in modeéitrgospheric and climatic perturba-
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tions following a large impact event and futurela@obration will lead to an increased
understanding of environmental effects such as &g production, sulfur aerosol for-

mation, and climatically active gases such as,&0, NO, and SQ.

8.3.2 Impacts on Earth and Beyond

The K-Pg boundary layer is not the only impactesple layer found in the strati-
graphic record and this work can be expanded ttoexgpherule deposition through the
atmosphere from impacts of various sizes on Eativell as on other planets, such as
Mars. Several spherule deposits have been ideshiifi the Archean, with thicknesses as
large as hundreds of centimeter and spherulesrgs & 2 mm in diameter. Although
many of these spherule beds are interpreted asemgiyy deposits that have been heav-
ily reworked (Bruce Simonson, pers. comm.), if atireate of spherule mass density can
be derived we can model the deposition of sphefubes large Archean impacts. This is
an interesting exercise because the anoxic Archtansphere was quite different from
the modern atmosphere. Similarly, we can modeti#position of impact ejecta through

the atmospheres of other planets, such as MarSitard

8.3.3 Multiphase Geologic Flows

As the models of tephra fall experiments show,XEPL is a useful tool for use

with two-phase geologic flows. Essentially, thei®®hlub models presented here are
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simply an extreme example of sedimentation andsiee numerical technique can be
applied to more “normal” forms of sedimentation¢luding ash fall out through the
atmosphere, turbidites, debris flows, etc. The @ete treatment of thermal radiation in
KFIX-LPL, unlike other flow codes in use for sucbdjogic flows, is particularly useful

for modeling hot flows, such as pyroclastic flowsvolcanic plumes.
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APPENDIX A

TURBULENT INSTABILITY CRITERION FOR AN INCOMPRESSIBE FLUID

Using the Stokes velocity and momentum balanceditons, we can derive
criteria for both laminar and turbulent instability an incompressible fluid. First con-
sider the settling of an individual spherical padi(Figure 46) of diametet and density
pp falling in the laminar flow regime under gravigythrough a fluid of viscosity; and

lesser density;. The particle’s terminal velocity is given by &és law:

y. = PampPOgd [1]
187

Pf:n v

Figure 46. Cartoon illustrating a single sphergaiticle falling through an incompressi-
ble fluid medium.
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Now consider a layer of thicknebsontaining a particle-fluid mixture overlying
a layer of particle-poor fluid (Figure 47). Thdfdience between the denspyof the
particle layer and that of the particle-poor flbelow p, (=pr) is equal to(1-0)(pp-pr)
whered is the volume fraction of water. If the particlae diffuse, Stokes law applies
and the particles settle individually by passivélieg. However, if the density of the
particle-laden layer exceeds the density of thel faelow, any small wavelike distur-
bance (amplitudé) of the interface is unstable. The tendency fpadicle-bearing layer
of fluid to form density currents or be subjectsittling of individual particles can be
expressed by the dimensionless numBgmwhich relates the timescale of individual

particle settling by Stokes flows, to the timescale of instability growth,

B=s [2]
T

For B<1 the particle-laden layer is stable andiglag settle individually, whereas for

B>1 the layer is unstable and density currents foay.

Figure 47. Cartoon illustrating (a) a particle-ladayer p = (1-0)pp+ 6ps) overlying a
particle-poor fluid fo = ps) and (b) an instability of some amplitude formitgthe base
of the particle-laden layer.



219

The time required for a particle to settle induadly through a layer of thickness
his shown from [1] to be

t __1&wm [3]

© (P —pi)od?

If the flow regime for instability formation is aldaminar, the instability growth raté,,

is defined by the Stokes velocity for the partitied mixture:

(pp, —pi)ghd
187

5= [4]

whereo is the amplitude of the growing instability. Retivrg [4] yields an expression

for the time required for a viscous instabilitygimow to a certain amplitude:

=l 5]
(Po—P¢)oh

Therefore, if both individual particle settlingdamstability formation are in the

laminar flow regime, the instability criterion f@aminar instability can be defined as

_h@-0)
B =17 [6]

and instability depends only on the layer thickngssticle size and particle concentra-
tion, not the fluid viscosity. This is similar tbe criterion proposed by Marsh (1988).

Turbulent flow of a body can be expressed by mduomanbalance conditions,

such that the driving force (weight) of the flopvé 2 is equal to the turbulent pressure

induced by the flow(p- p)gd, and the viscosity of the fluid can be ignoreche Tate of
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instability growth to a given amplitude and thedsoale of that growth can be written for

turbulent instability:

5o |(=pEs (7]
P

pid
t =2 (8]
\/(pp_pf)(l_e)g

For a scenario such as the Carey tephra-fall @rpats where settling of indi-
vidual particles is in the laminar regime and dgnsurrent formation is in the turbulent

flow regime, the ratio of [3] and [8] yields a néwstability criterion:

g 97 \/ 1-0 (0]

- d? pf(pp_pf)dg

This criterion is sufficient to evaluate instalyilibnset in an incompressible fluid where
particles settle in the Stokes regime and instgbgrowth is in the turbulent (inertial)

flow regime.
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APPENDIX B

INSTABILITY CRITERIA FOR A COMPRESSIBLE FLUID

We derive a set of three criteria for the onsadafsity currents in a compressible
medium for both the viscous (Stokes) and turbufeartial) flow regimes. The criteria
are tailored for scenarios involving particle fédfough air, which is assumed to behave
like an ideal gas. All three criteria must be medrder for a density current to propagate
from the base of a particle-laden layer into theigla-poor air below.

Consider a layer of thicknesscomposed of a mixture of spherical particles of
radiusa and air, the base of which has a dengjtyemperaturd, pressurd®, and void
fraction (of air)@ (Figure 48). The ambient air just beneath theigarlayer, which
consists of the gas phase only, has a depsittemperaturdl,, and pressur®,. Now
suppose that an vertical instability initiates la¢ tbase of the particle layer as a finite
excursion of amplitudé. When a parcel of air of voluméis brought to lower altitude,
it compresses according to the ideal gas law tanaeN'. Thus, the particle-laden air at
the bottom of the excursion has a different densityemperaturel”’, pressureP', and
void fraction@'. The ambient air at the level of the excursioals® at a higher pressure
as compared to that at the base of the particker lagd can be described by dengity

temperaturd,’, and pressurg,'.
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p.T, P=P, &' 0., T, Py

Figure 48. Cartoon illustrating the macroscopicperties of (a) the particle-air mixture
and (b) the ambient (particle-poor) air at the (fogse of the particle layer) and bottom of
an excursion of some finite amplitude.

If the condition at the top of the excursion iowm, then we can solve for the
condition at the bottom of the excursion in ternhshe known parameters. This is sim-
ple for the ambient atmosphere, which is void oftipies. Using the perfect gas law

P =p,RT, (or P,'=p,'RT,"), whereR is the specific gas constant for air, the hydro-
: . dP o . .dT
static equatloncE: £g, and the thermal gradient in the amblenta&lg, we can solve

for the ambient density at the bottom of the exours,":

T P0+p095

PR, -49) .

where to the first order i@ we can approximate the density @srather tharp,' or
3(p,—p,"). Substituting forp, and using the ambient atmospheric scale height,

H...e=RT,/g, this becomes

scale
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RdAT| o
'= 1+ 1+ —— 2
& '0°|: +( g dzj Hscale j| [ ]

to the first order id.

It is more complex to solve fgr, the increase in macroscopic density of the
particle-laden air, upon a shift frofrn= 0 tod. We assume that the initial volume fraction
of gas isf, the spherical droplets are incompressible, aatlttie gas is perfect. We also
assume that the pressures at the top and bottone @xcursion are equal to the ambient
pressures at those leveB £ P, andP' = Py’ = P, + p,gd). However, we do not assume
that the temperature of the spherule-laden cloudmsient because for impact ejecta
studies an instability criterion is required whére gas in the particle layer may be hotter
than the surrounding air due to the presence opadicles. If we consider a fixed vol-
ume of gasV/ that undergoes an adiabatic compressiov tgpon this shift frond = 0 to

0, the macroscopic densities are
p=1-6)p, +0p, [3]

1-0)p, +6'p,' [4]

o
wherep, is the microscopic density of the particles apds the initial microscopic den-
sity of the gas, which compressepo Due to mass conservation in adiabatic compres-
sion, the initial and final masses of the liquiddahe gas in the parcel of air must be

equal and the ratio of parcel volumes is

!Z (1_9)pp _ epg
V.o 1-0)p, 0p,

[5]

from which we can derive the ratio of microscopas glensities:
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p -1

2o 0=l 6]
pg (}1/9_1)

From this equation we can determine the remainimghown, ', in terms off and re-

write [4].

%
- 0+ (1_0)pgl/pg

p'{ Pa /Py }[(1—e)pp+0pg]={ : 1)};) 8]

0+@1-0)p,'/p, 1+0(p, /p, -

[7]

For smalld and assuming adiabatic, not isothermal, compres#ie ratio of microscopic
gas densities can be expanded to the first ordeam

P _[ R %_ R %~1_M1 [9]
pgl Pl P0+pog5 P

(o] (o]

wherey is the ratio of specific heats for air. Subsiitgtthis ratio into [8], along with the

ideal gas law and scale height relations, yields

p'=(1+§ 0 jp [10]

scale

whereHsgcaie IS computed in the ambient atmosphere becausasthatere the pressure
differential is determined.

The driving stress of the instability is the press(the weight of the air-particle
mixture) at the bottom of the excursion. Becailmedensity changes across the ampli-
tude of the instability due to the compressibibfyair, the driving stress is approximated

by the average weight of the excursion:

O drive = [%(p_po)+%(pl_po .)]95 [11]
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Substituting equations [2] and [10], yields an egsion for the driving force in terms of

the initial particle layer and ambient air parametnly:

O-drive:|:(p_po)+{ gp_(l"_gg_-zrjpo}% :| 95 [12]

scale

where we can define the second term of the dristrgss aP:

0 RdT s
D=1 Zp-|1+—"2 13
{yp (+gd2j%}2H 13l

scale

If we are considering only terms of ordgrthe D term can be ignored and we need only
consider the density anomaly at one level. Howewenrder to guard against an oscilla-
tory solution, a real density current requires thatwhole expression be >0. For D>0, as
o increases the density current becomes more usstaibius, from [12], two instability

criteria are defined:

(p=p,)>0 [14]

0 RdT
{ ;p—(l‘f‘gd—szo} >0 [15]

The first criterion simply states that the overtyilmyer must be denser than the medium
below in order for any excursion to initiate, whialso applies for instability in an in-
compressible fluid. If a density anomaly is presént the second criterion is not satis-
fied, then the layer will oscillate and the densityrent will be unable to grow in ampli-
tude. The second criterion applies only for corapitde gas.

According to Newtonian mechanics, the driving éoraust equal the drag force

resisting the instability propagation. Balancihgde two forces allows us to derive the
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rate of instability growth and compare this to thee at which the patrticles fall individu-
ally. The resisting stress can be defined usiggreeralized drag equation that encom-

passes both viscous and turbulent drag:

2

G o=1pCo & [16]

resist — 2

Whereé Is the rate of instability growth an@y is the drag coefficient, which can be

expressed, according to Harlow and Amsden (1975) as

C, 1 1 [17]
PoLv

N

N

This expression for the drag coefficient is appmoate and does not incorporate free
molecular flow, a correction which is needed to endgorously assess the Chicxulub
problem. The dynamic viscosity, of the air depends on its temperature. Chooaing

length scald. equivalent to the instability amplitud&, and setting the velocity equal to

the instability growth rate , we can balance the driving and resisting stresses

2

1 1]:
(o= po)+ D] 98 = 00| ==+ |0 [18]
P00
Expanding this,
6 . 1 . 2
(p-p,)a6+Dgs?* = 215+ py0 [19]

Solving this nonlinear differential equation yieltlgo complex solutions, one f6r>0

and the other foré <0, and the timescale of growth depends on thee safathe initial
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perturbation. To a crude order of magnitude, we rc&placeé by the length scalé

divided by the instability timescateand solve the algebraic equation

1 6

6
(p-p)96+Dgs% = 21 4= p, O [20]
T 4 7

which can also be written by dividing the right Haside of the equation by the left hand
side:

1 677 1 PO
1== ° 21
r ((p—po)nggaZjUrz ((p—po)gwgsj 2]

We can define from this expression two limiting éscales, the first for viscous floay

and the second for inertial flow

61

= 22

“ = (- n)gs=Dgs" -
Pl

= 23

" J(p—po)gwga‘ 23]

Substituting these timescales into [21] yields adyatic formula with only one positive

solution:

[_2 2
‘[=TV+ T, +71, [24]

2
If viscosity dominates then=z, and if the viscosity is zero ther 7;/2.
In order for a density current to form, the timescof the layer instability growth
must exceed the time it takes for a particle tbifalividually through the layer of thick-

nessh at terminal velocity. Using the same drag coédfit as before, we equate the

weight of the particles z(p, — p,)a’g, to the drag forcez p,a*C,v/’, and solve for the
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terminal velocityv; as a function of Stokes velocity and inertial (turbulent) viscosity

wherea is the particle radius:

v?2 v2
vo= Y| J144Ys 1 25
b2v, [ vi ] (23]

_ 2
v, = 2(p,-p0)a’g [26]
9 7
v = \/ 16 (Mj ag [27]
30 p

The dimensionless instability criterion for an ingaressible mediunB, is the particle
fall time across the layer divided by the layetafdity time:

h/v,

T

B=

[28]

If B>>1 then layer instability favors the formatiai density currents, but if B<1 layer
instability does not have sufficient time to formdathe particles settle individually at
their fall velocity rather than collectively in phes.

There are three limiting cases for the combinatiohsettling and instability flow
regimes:

(1) Stokes settling, viscous density currents

B - .3 (p=p,)+ D5 ho [29]
v, 4 Pp—Po a

v's

WhenD is zero, the term in parentheses is just the glartiolume fraction and the
expression reduces to an expression similar tetiterion for viscous instability in

an incompressible fluid derived in Appendix A.



(2) Stokes settling, turbulent density currents

h 9h 1 ( p—p, Bo j
B, - - RN [30]
(w./2)v,  alp,—p,) \/ 96l p P

(3) Turbulent settling, turbulent density currents

o _ N _hﬁ\/ i((p—po)+D5J an

'@y, 2 ao Pp~Po

229
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APPENDIX C
THERMAL RADIATION ADDITIONS TO THE KFIX TWO-FLUID
HYDRODYNAMIC MODEL

Author’s Note: The following was provided by Jagldsh and describes the fundamen-
tal equations used to calculate thermal radiaticamsfer in Melosh’s thermal radiation
model, which was implemented by the author intoX<IEPL.

1. Fundamentals of Radiative Transport in theu3ithn Approximation

The fundamental quantity in any thermal radiatioabem is the radiation inten-
sity, | (r,n,v,t) dAdQ dv dt. It represents the amount of energy passirmugh area dA
perpendicular to a unit vectarin the direction of motion, centered about paintvithin
solid angle @ =sin6 do dy and frequency intervalvdbetween time t and t + dt. It is
measured in units of Jfsr-Hz-sec. The form of the radiation field camyérom a
narrow cone centered around solid anglein which casd =1y 5(n-ng), wheres is the
Dirac delta function, to an isotropic blackbodyiedin field. The radiation intensity is
frequently decomposed into various moment distidmst for practical computations
(Mihalas and Weibel-Mihalas, 1999).

The fundamental equation of radiation transpodasved from an accounting of
the energy either gained or lost from a narrow aoinediation propagating in direction

n and within solid angle@. The equation is written as:

%%JrngVI:K(Ip—I) [1]
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wherec is the speed of lightx is an absorption coefficient (units Ien‘é)handlp is a
source term that generally represents interactibi matter in thermal equilibrium at a
given locatiorr. Although this equation looks very simple, itsuat use in computations
is very difficult because it is inherently non-lticaRadiation can propagate long dis-
tances from one region to another, which is nol éasaccount for with differential
equations. A simpler relation is derived by intggrg this equation over the entire range
of solid angle :

aa—LtJ-i-VgS:CK(Up—U) [2]

where the energy densityand net flux vecto® are defined as:

U:}J.IdQ,
c [3]
S:jlndQ

The net fluxS vanishes in an isotropic radiation field. ThergyadensityU has units of
energy/volume, while net flug has units of energy/area-time.
The local interaction with matter often producessaotropic radiation energy den-

sity Up, given by the Planck function at the local tenapareT,

_4O'T4
C

U

p

[4]

wherecis the Stefan-Boltzmann constant.
Equation (2) is thus essentially an equation otiooity for the radiation field and
represents local conservation of radiant energighofigh the integration of equation (1)

over angles discards a great deal of informatiautithe radiation intensity, the remain-
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ing piece does express the overall energy balan¢e total energy(r) lost or gained
per unit volume at any positianis given by the divergence of the flux

q=VgS=cx U, -U) [5]

Because of the integration over angles, equatiprori®/ captures a portion of the
full angular dependence bembodied in (1).U andS are often described as the first two
“moments” ofl over solid angle. In particular, equation (2) slo®t discriminate be-
tween a narrow beam of radiation and a broad flotheé same direction: Such discrimi-
nation requires the definition of an infinite numioé higher moments.

The quantities appearing in equations (1) throughdepend implicitly on fre-
guencyv. However, in this work we adopt the gray-body ragpmation in which all
guantities are integrated over frequency. Thisgrdtion creates particular problems for
the opacityk, which is often a strong function of frequencyhe Earth’s atmosphere due
to infrared absorptions by atmospheric gaseshithdase the opacity we use will always
be understood to be the Rosseland mean (MihalasWitlel-Mihalas, 1999), which
attempts to create a useful gray-body approximatiprweighting frequencies of low
absorption more heavily than those of strong aligarp

Another important, but usually excellent, approxXima is to assume that the radia-
tion field is quasi-static, so that the time detiv@s in equations (1) and (2) can be
dropped. In coupling thermal radiation transporthyydrodynamics this is valid when
material velocities are much smaller than the vigloaf light. The radiation field then
establishes its own equilibrium on a time scale Imsizorter than the fluid flow because

the velocity of light is so high compared with m&Emotions. The radiation field is
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then determined by the distribution of material @#sdemperature at any given time, so
that all of the time dependence is contained insthgce term on the right hand side of
the equation. Similarly, we ignore the momentunthef radiation field in comparison to
the momentum of the material, and so do not neechddify the overall momentum
balance to account for the thermal radiation. Qné/energy is affected by emission and
absorption of radiation in this approximation.

The diffusion approximation retains only the fitgto moments of. In this case
the frequency-independehtis completely determined by the two quantitiédsand S

(Zel'dovich and Raizer, 1967 p. 144ff):
I(n,r,t)zi[cu+3ngs] [6]
A

Because both) andS are moments computed from equation (3), they dpthem-
selves, contain any dependence on angle: All @fatilgular dependence is now explicit
in the n vector present in this equation. The angular dépece ofl is thus severely
restricted by this approximation. Although andS do not depend on angle, they may
still be functions of position.

If we consider a plane perpendicular to the dicectf the net flux vector at some
point r, then divide space into a hemisphere on the sdeiving the flux and a hemi-
sphere on the side transmitting the flux, the het tan be divided into two contribu-
tions, the dominant one traveling into the forwheinisphere and a smaller one traveling
backward into the rear hemisphere. These two fllate computed by integrating equa-

tion (6) separately over the forward and backwamnahispheres:
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S+:ﬂ+§
4 2
s-%Y_S
4 2 [7]

The difference of these two hemispheric flux@s; S, equals the magnitude of the net

flux S=|9. Although the mean energy densitycancels out of the net flux, it still

contributes to the total energy flux traveling eittalong the direction of the net flux
vector or against it.

Clearly,S can never be less than zero, so the maximumuretrflthis approxima-
tion isS = c U/2. Care must be taken in numerical computatib@asg this limit is not
exceeded, which may happen near a sharp boundbamgdae a region of large opacity
and a region with small opacity. Physically, olicze,S can be as large asU, which
occurs when all photons travel in the same diracéind the distribution df is that of a
narrow cone of radiation.

In our approximation to the radiation field, we @®® that equation (6) fully de-
scribesl. A unidirectional beam of radiation thus cannet epresented well by this
approximation, although deviations are often statetito be serious in practical prob-
lems (Zel'dovich and Raizer, 1967). This situattmmetimes leads to awkwardness in
the boundary conditions, especially where the tamigoropagates into a region of very
low opacity, so care must be taken to make surtettiearesults are physically meaning-
ful.

The diffusion approximation is derived from the @ed moment of equation (1)

with respect to solid angle (Zel'dovich and RaiZE¥67 p.145). Thus, equation (1) is
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multiplied byn and integrated overtl On he right hand side the integral oygvan-
ishes when the radiation arises from matter inntfaéequilibrium becauslg is isotropic
in this case. The second term on the righkiS,-by definition (3). On the left side the
gradient of the isotropic factd in equation (6) produces the numerical factort/es
the gradient, while the flux term from equation @nishes because it contains an odd
number of factors oh. The result is a relation between fl&xand the gradient of the
thermal energy density:

s—-CSvu--LCyy [8]
3k 3

wherel = 1/x is the mean free path of the radiation. Note thatnegative sign here is
essential to ensure that energy travels from regadrinigh radiation density to regions of
low density.

The success of equation (8), and thus the valwfitthe diffusion approximation,
depends on the validity of equation (6) as an appration to the full radiation intensity
field. In general, a radiation field cannot bdyudescribed by equation (6). In this case,
however, the diffusion approximation may still balig so long as the net flux is small
compared to the energy density) << S.

Putting all these approximations together, equat{@), (2) and the quasi-static as-
sumption yield the fundamental equation of radrati@nsport in the diffusion approxi-

mation:

1 1 q
EVg(I vu):l—(U—up)z—E [9]
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We presume that the mean free plaih a function of position and so keep it inside th
divergence term.

In this approximation energy is transported frone oegion to another by thermal
radiation. The radiation mean free path, howeienot negligibly small so that energy
can move some distance, although transport distamecst be short in comparison to the
largest scales in the problem. The radiation fi¢glthus has a local compondu as well
as contributions from more distant regions. Altfjouthis is a moderately drastic ap-
proximation, we do not take the next step commenhployed in modeling stellar interi-
ors, in whichU is setequal to the local blackbody energy densily at every position
(this is the approximation of LTE, or Local Thernyodmic Equilibrium). The LTE
approximation essentially assumes that the radianean free path is negligibly small.
In this limit equation (8) reduces to the heat agnthn equation with a temperature

dependent conductivity, and (9) becomes the equétioconductive heat transfer.

2. Boundary Conditions to the Fundamental Equation

The elliptic partial differential equations definbgl equation (7) are not complete
in themselves: To solve practical problems boupdanditions must also be specified.
Our implementation in KFIX permits four differentasses of boundary condition, each
of which may be imposed on one side of our squaghm

Most of these conditions are fairly simple, mathaoadly. Thus, one can specify a
fixed temperature at a boundary. In this caseetiexrgy density on the boundary is just

equal to the Planck energy density, equation (4heiboundary temperatuiig, Up(Tp).
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A slightly more complicated boundary condition ixed radiant energy flux normal to
a boundary. In this case equation (8) fixes tlagigntngvU , wheren is a unit vector
normal to the boundary. We also implement periditiandary conditions, such that the
radiant energy density on one boundary is equal to that of the opposite.

The most complex, but useful, boundary conditioactfes a reflection coefficient
R for radiant energy at the boundary. In conjunttwith R one must also specify a
boundary temperatuik,. R varies from 1, which implies perfect, mirror-likeflection at
all frequencies, to 0, which implies perfect blao#tip absorption. Unfortunately, this
does not translate into a simple conditionlbor its derivative, but an algebraic relation
between the two. The caBe= 1 is the simplest limit. Perfect reflection meano en-
ergy gradient at the surface, so the conditiommply ngvU =0. However, wheR # 1,
radiant energy arrives at the surface with a fBgxand leaves with a flu&,. We as-

sume that a fractioR &, is reflected from the surface. However, by Kircfils laws,

the surface also loses thermal radiation at a gwen by (-R)oT,', so that

S.=RS +@-R) oT,. Using equations (7) and (8), we have:

Sout_%_lgcngvu

cU lc [10]
S, =—+—ngVU

4 6

Solving these equations for the gradient of U, Wwi&aim the relation:

3(1-R
ngvu = E(ﬁj [U-U,(T)] [11]
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Which has all the correct properties in the linmtdR.  Although this is a bit more com-

plex to impose than the other relations, it is ménedess mathematically tractable.

3. Interaction of Radiation with Matter in KFIX

KFIX permits both liquid and gas to be both presargach cell. The relative vol-
ume of gas to liquid is determined by the localitWdraction, ¢. At the infrared fre-
guencies at which most heat is lost from reentegjegta, liquid or solid silicate drops
are nearly perfect absorbers, and so we approxitnaileemissivity as 1.

Liquid or solid silicate is assumed to be in thenfaof spherical drops of radias

In this case the opacity due to absorption or emission from the drops iggiby

. _31-9)

LT g [12]
where the drops are assumed to be black body esfétisorbers, so only their projected

surface area contributes to the opacity.

Gaseous absorption coefficients are estimated &roenages over the spectral line popu-
lations. A very useful such average is the Rossketaean opacity (Mihalas and Weibel-

Mihalas, 1999), which is generally cited on a peit mass basis, and so must be multi-
plied by gas density to obtain opacities per unlume. Furthermore, because the spec-
tral lines are fixed in frequency, while the blackly spectrum changes shape with

changing temperature, the Rosseland mean also diepentemperature. A Rosseland

mean opacity for air was computed using atmospledrgorption profiles for sea level
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and 11 km in altitude (Goody, 1964). The averaggcily of airxs (g/cnf) is calculated

to be

_ Pcb
(1200+ 31x107*T__2%)

max

[13]

Kg

where p, is the air density (g/cfh and Tmax is the radiating temperature of the
spherules in Kelvins. This approximation allowsasgnore the wavelength dependence
of the thermal radiation.

The average opacity is the sum of the liquid arglgyacity. The mean free path
of radiation in the presence of both liquid and igabe inverse of this sum,

1

Kg+K

[14]

When matter absorbs radiation it adds energy. 1&ityi when matter emits radia-
tion its energy decreases. The overall energynbalfor the gas and liquid thus acquires
two new terms that account for this exchange. iyithe energy balance on a per unit

volume basis, we have
dE, G
e = {non radiative terms+ c [ U —U(T;) |

oL ({j—? = {non radiative terms+ cx [U -U (T,) ]

[15]

whereps andp. are the macroscopic densities of the gas anddliqaspectively, while
Ec andE, are the specific internal energies (per unit magshe two substances. The
Planck energy density, is determined from the local gas and liquid terapeesis and
T, by equation (4) whil&J is computed from equation (9) in conjunction witle bound-

ary conditions. Notice that the source term fa thdiative equilibrium in equation (9)
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must equal the sum of the two terms on the rigimdhside of the equations above to
maintain overall energy balance. The precise fofraquation (9) when both liquid and

gas are present is thus:
1 U
5Vg(| VU)- 7= [ kU, (Te) +x,U,(T) ] [16]

The gas and liquid thus maintain separate balaniésthe radiation field, mediated by

their different opacities.
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APPENDIX D

RESOLUTION AND CONVERGENCE TESTS FOR THE THERMAL RAATION
CALCULATION IN KFIX-LPL

Correctly solving for the flux of thermal radiatiat the Earth’s surface in the
KFIX-LPL model requires a cell size sufficient tesplve the gradients in material den-
sity (or mean free path) throughout the mesh. Thisarticularly true in the region of
atmosphere around 70 km in altitude where the sipd®mccumulate after losing their
initial high velocities and reaching their fall velties. Not only is the transition from the
base of the spherule cloud to the empty atmospbelmv quite sharp, but the thickness
of the densest part of the spherule cloud duriegfitist several minutes of a simulation
(when maximum fluxes at the ground are maintaimed) be < 1 km in thickness. If the
model fails to resolve spherule density variatiaososs the spherule cloud, particularly if
the resolution is on the order of the thicknesshef spherule cloud, then the region of
high opacity is too broad resulting in over-absiorpof thermal radiation and underesti-
mating fluxes at the ground.

A complication that arises with increasing resolutis that it requires an increas-
ing number of iterations for the successive ovaxation radiation algorithm to solve for
a radiation energy field which meets a specifiedveogence criteria. It is preferable to
cap the maximum iterations permitted by the radrasolver for each computational time
step in order to keep run times reasonable. Hormydwe a given resolution, using too
few iterations per cycle also leads to underestemaft fluxes at the ground. The follow-

ing resolution and iteration tests were conducteddtermine the minimum resolution



242
and number of radiation solver iterations neederksolve the thermal radiation flux at

the ground to within a couple percent accuracy:

1) Resolution tests for cell sizes between 2.5aka 250 m with radiation solver itera-
tions capped at 9000 (Figure 49). This iteratiomtlis sufficient to fully converge runs
at the courser resolutions, but it is apparent2tfakm is a poor choice of resolution as it

underestimates peak radiation fluxes by 50% conaipar@50 m.

Radiation Flux (erg cm™®s™)

-1.E+06].---\............H........".......
0 500 1000 1500 2000 2500 3000 3500 4000

Time (s)

Figure 49 Surface irradiance of thermal radiation for modaglaominal Chicxulub ejecta
reentry with resolutions of 2.5 km (blue), 1 kmgpoge), (500 m) red, and 250 m (light
blue). The radiation solver is limited to 900Cations in all simulations.
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2) Radiation solver iteration tests where iterati@ne capped at between 100 and 9000
iterations for a resolution of 500 m (Figure 50Jhe results for 9000, 1000, and 500
iterations are all in good agreement, suggestir@@yitgdations yields a good solution for
this resolution (<1% error). Capping iterations180, however, underestimates peak
fluxes at the ground by 5% and is especially pa@makulating the initial rise in thermal

radiation over the first few minutes of spherulentey.

e

Radiation Flux (erg cm? 5'1)

0.E+00 +

W
tep o
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0 500 1000 1500 2000 2500 3000 3500 4000

Time (s)

Figure 50.Surface irradiance for models of nominal Chicxutabntry employing 500 m
resolution where the number of iterations the itamliasolver is permitted to make is
varied: 100 (blue), 500 (orange), 1000 (red), 90@bt blue).
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3) Resolution Tests for cell sizes between 125 thZ00 m with a radiation solver limit
of 500 iterations (Figure 51). Agreement in pdakds at the surface for the two highest
resolutions indicates that 250 m is an adequatelutsn for accurate calculation of
surface irradiance. A model with 50 m resolutioasvalso run out to ~10 minutes and
reached a lower peak flux at a later time thanother models. This is likely due to the
500 iteration cap being insufficient to reach adysolution at such a high resolution, not

the resolution itself being too low.

4) Comparison of results between a maximum radiateration limit of 500 versus 9000
for a resolution of 250 m (Figure 52). Peak fluxeaching the ground are underesti-
mated if iterations are capped at 500 by <2 %.h@&lgh it would be more accurate to
allow the radiation solver to iterate longer, a Bramount of error is acceptable for the
purposes of the studies presented in Chapters @.atidshould be stressed that capping
the number of iterations allowed by the numerieaiation solveruunderestimatesher-
mal radiation fluxes and so we will noverestimatethe environmental effects of the

thermal radiation pulse due to the small error isgabby the iteration limit.
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Figure 51. Thermal radiation flux at the surfacedlad to space (b) for models of nomi-
nal Chicxulub ejecta reentry where the radiatiolvesois limited to 500 iterations and
model resolution is 50 m (orange), 125 m (blue)) 25 (red), and 500 m (light blue).
The 500 iteration cap is insufficient for 50 m resion.
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Figure 52.Thermal radiation flux at the ground (a) and tocgpéb) for 250m-resolution
simulations of our nominal Chicxulub ejecta reerdgcgnario where the radiation solver
is capped at 500 (blue) and 9000 (pink) iterations.
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