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A Quantitative Analysis of English Compounds
In Scientific Texts

Hanna Gnatchuk (University of Trier)?

Abstract. The given research focuses on a statistical analysis of English compounds in the
scientific texts with a special emphasis on the parts of speech and the cohesion of the
constituents. In order to conduct the research in question, we have analysed the books “The
Power of Management Capital” (2008) which belongs to the Exact Science and “Tort Law”
(2008) which concerns the Humanities. We have analysed each tenth page of the above-
mentioned books. The treatment of the data was done with the help of statistical methods.

Key words: English, scientific prose style, compounds, cohesion, statistical methods

1. Introduction

According to Chris Baldick (1996), “stylistics can be defined as a branch of modern
linguistics devoted to the detailed analysis of literary style or of the linguistic choices made by
speakers or writers in non-literary contexts”. I. Galperin (1981) outlines two tasks of
stylistics. The first task consists in studying stylistic devices or expressive means (phonetic
stylistic devices: assonance, onomatopoeia, alliteration; lexical stylistic devices: metaphors,
personifications, metonymies, ironies, zeugmas, etc; syntactic stylistic devices: represented
speeches, rhetorical questions, elliptical sentences, etc). The second task concerns the types of
texts which are distinguished by the pragmatic side of the communication. These types are
called functional styles. In such a way, Galperin (1981) distinguishes 5 functional styles of the
English language: belles-lettres, publicistic, newspaper, scientific styles and the style of
official documents. The focus of our attention is on the scientific prose style.

Scientific style originated from the essay. Gradually this style began getting rid of the
apriority which was available in the essay by acquiring more logical organization of the
information. The most characteristic features of scientific prose style are a syntactic structure
of sentences and the choice of the lexemes. As far as the selection of the words is concerned,
the scientific style takes into account its main task: to present the analysed phenomenon
adequately and more precisely. Therefore, the words here have only one meaning. It is
difficult to find the lexemes with metaphorical or other contextual meanings. Metaphors,
metonymies, hyperboles, comparisons and other means are hardly to be found. In this case,
terminology makes up the basis of the scientific style. Sometimes the most frequent words
may become the terms due to their peculiar usage in the scientific work.

Another feature of the scientific prose style is the coinage of neologisms. It is the only
style which provides the favourable conditions for the neologisms. The new notions require
new words in order to designate themselves. It is possible to find here the frequent cases of
affixations and conversions with the purpose of building new words. In such a way, the
scientific style remains the main source for new words, word combinations and new meanings
of the existing words.

1 Address correspondence to: Dept. of English and American Studies, Alpen-Adria Universitat, 65-67,
9020 Klagenfurt, Austria. Email address: agnatchuk@gmail.com
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Dealing with a syntactic structure of a sentence, it is possible to reveal a system of
conjunctions. Their usage is aimed at transferring a logical sequence of the information.
Moreover, our attention should be drawn to such a process as de-semantization of such words
as consequence, connection, results, in connection with, in consequence, as a result which
took place at the earlier stages of the development of the analysed style. But the system of the
conjunctions is not the only means of expressing a logical connection of separate parts. In this
case, participial and infinitive constructions play a significant role here.

The division of speech into the paragraphs is very strict. The logical organization of
paragraphs finds its reflection in this style to the higher extent. Each paragraph is intended to
prolong the idea of the previous one. It is possible to separate the basic idea in each
paragraph. In such a way, the completion of the idea can always be found here.

Distinguishing the main point out of a mass of facts is characteristic of this style. It
can be achieved by means of syntactic as well as logical principles: the main idea is to be
found in the principal clause, the subordinate — in the subordinate one. The additional
information is separated by a dash.

It is worth mentioning that the system of the usage of the conjunctions was used in the
earlier periods of this style quite differently. In particular, the authors of the scientific treatises
were intended to reveal the interconnection, interdependence of the observed facts. That led to
the unprofessional usage of the conjunctions which gave a rise to long paragraphs. In the
process of the development and mastering the norms of the English language, the scientific
style started deviating from the norms of the earlier established periods. In such a way, the
scientific prose style reacted to the change of the literal norms which could also be found at
lexical and phraseological levels. A considerable number of terms and their combinations
were de-etymologized by enriching the literary language.

The abstract nature is appropriate to the word-stock of the scientific style. It is clear
that this style is aimed at treating the environment facts. Therefore, it is necessary for the
words to express the general features of the subjects in question. Furthermore, it is relevant to
mention that less exact notions can be found in the Humanities in comparison with technical
and natural sciences which deal with special formulas. Finally it is worth saying that the
bookish words are quite prolific in the scientific style. The reason for the usage of these
lexemes is that one searches for an adequate expression of a new idea in the process of
exploring the facts.

Moreover, it is necessary to have a brisk look at phonetic, morphological, lexical and
syntactic peculiarities of the scientific language:

Phonetic level

On the whole, phonetic level does not play a key role in the scientific texts.
Nevertheless, it is impossible to neglect such phonetic features available in the scientific style
as the gradual slowness of the tempo of words or the prolonged pauses on the notional word
combinations (aimed at giving a better understanding of the content). These features make up
the basis of phonetic aspect of the scientific text. In such a way, it is relevant to summarize all
phonetic features in the following way:

a) The subordination of intonation according to the syntactic structure of a scientific
language;

b) Standard character of intonation;

c) Stable character of rhythm;

d) Gradual slowness of the tempo.
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Lexical level

The most peculiar feature of the given style is the abundance of the terms. The number
of terms used in the scientific texts is not the same in the other styles. Moreover, the correct
and logical definition of the notions is the necessary condition for the scientific language.
Otherwise, the incorrect usage of the term is capable of misunderstanding the reader.

Morphological level

Abstract character of a scientific style can be found at the grammatical level, namely
in the choice of a word’s form and the structure of word combinations and sentences.

Syntactic level

The accurate structure of sentences is appropriate to the syntax of the scientific style
due to the logical organization of the information. The most important feature is the
predominance of complex sentences with different extended subordinations. Moreover,
special attention is paid to the number of impersonal sentences. The experiments are usually
described with the help of participles. The action of mechanisms (in the technical texts) is
explained by means of passive constructions. The usage of such syntactical constructions is
aimed at concentrating the reader’s attention on the action or process.

Koyalan and Mumford (2011) emphasized the fact that writing the articles in English
for non-English native speakers remains quite problematic. In this case they often ask for the
help. D. Biber, B.Grey (2011) and other linguists pay attention to the differences between the
colloquial and writing styles. They showed the advantage of the usage of the compressed
constructions (i.e. nominal phrases). I. Martinez (2011) deals with the impersonal sentences in
the scientific articles whereas B. Grey, V. Cortes (2011), M. Halliday (1976), are engaged
with the ways of the cohesion of a text. Nevertheless, it would be relevant to enumerate the
integral peculiarities of the scientific style:

e Logical sequence of the information
e Coherence

e Cohesion

Abstractness

Accuracy

Obijectivity

Formality

Information saturation

Taking into account the number of the peculiar features for the texts of a scientific
style, we are intended to conduct the analysis of English compounds in the style under
consideration.

2. A statistical analysis of English compounds
according to the parts of speech

The purpose of the research consists in detecting the most frequent patterns of parts of
speech for English compounds in the texts of a scientific style.

The data for analysis consist of two books: Tort Law (2008) which belongs to the
Humanities and The Power of Management Capital (2008) which concerns the Exact Science.

3
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The procedure of the analysis consists in counting the parts of speech within the text
of a scientific style. Each tenth page was under analysis. In such a way, all patterns of English
compounds have been written out. As a result, we have received the following 24 types of
English compounds:

1) Noun + Noun: business growth, cycle time, labour law, property rights, blood
transfusion, stock prices, property damage, pregnancy certificate, consultation paper,
flight controllers, law-duty, community law, management capital, market leadership,
product development, etc;

2) Noun + Noun + Noun: charter flight business, balance sheet items, football
league, business information management, delivery cycle time, supply chain networks,
customer delivery times, etc;

3) Adjective + Noun: mandatory regulations, public authority, high-term, civil
liability, monetary value, monetary compensation, supervisory authority, blue-chip,
statutory powers, real estate, etc;

4) Noun + Verb (ing): cost-accounting, decision-making, danger-increasing, life-
threatening, deposit-taking;

5) Verb + Preposition: breakthrough, return-on, carryovers, take-over, break-up;
6) Noun + Participle 2: staff-led, cost-driven, time-integrated, oil-fired;

7) Verb (ing) + Noun: dwelling-convection, trading-practices, breeding-value,
starting-point;

8) Phrases: Court of Appeal Judgement, steam of leadership, quality-of-
management discipline, brick-and-mortar;

9) Adverb + Participle 2: well-known, well-established, well-entrenched;

10) Numeral + Noun + Noun: twenty-first-century management, twenty-first-
century business, twenty-first-century operation;

11)  Noun + Adjective: businesswide, organizationwide, sundry;

12)  Preposition + Verb (ing): overriding, ongoing, overarching;

13)  Numeral + Noun: first-mover, first-leg, second-class;

14)  Noun + Noun + Noun + Noun: management capital framework, information
technology performance areas;

15)  Verb (ing) + Preposition: passing-off, running-down;

16)  Preposition + Participle 2: above-mentioned, out-moded;

17)  Noun + Participle 2: fact-based, business-related;

18)  Noun + Preposition + Noun: case-by-case, situation-by-situation;

19)  Preposition + Noun: aftereffects, underfoot;

20)  Noun + Preposition: start-up

21)  Adjective + Participle 2: heavy-handed, deep-seated;

22)  Adverb + Preposition: thereon;

23)  Adjective + Verb (ing): wide-ranging;

24)  Preposition + Preposition: throughout

At this stage of the research we present the results in Table 1 where rank-frequency
distribution, the general number of English compounds and their patterns are given. Though
the number of classes is very large and the tail of the distribution is too long, one may capture
the trend using the Zipfian power function with an additive constant 1, i.e. y = 1 + ax™®. The
computed values y = 1 + 170.7951x 24" yielding R? = 0.9985 are presented in the last column
of Table 1.
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Table 1
Rank-frequency distribution and the general frequency of English compounds in the
texts of scientific style

Rank | Pattern Number Computed
1 Noun + Noun 172 171.79
2 Noun+Noun+Noun 30 32.17
3 Adjective + Noun 15 12.52
4 Noun + Verb (ing) 5 6.69
5 Verb + Preposition 5 4.29
6 Noun + Participle 2 4 3.10
7 Verb (ing) + Noun 4 2.44
8 Phrases 4 2.03
9 Adverb + Participle 2 4 1.77
10 Numeral + Noun + Noun 3 1.60
11 Noun + Adjective 3 1.47
12 Preposition + Verb (ing) 3 1.38
13 Numeral + Noun 3 1.31
14 Noun + Noun + Noun +Noun 2 1.26
15 Verb (ing) + Preposition 2 1.22
16 Preposition + Participle 2 2 1.18
17 Noun + Participle 2 2 1.16
18 Noun + Preposition + Noun 2 1.14
19 Preposition + Noun 2 1.12
20 Noun + Preposition 2 1.10
21 Adjective + Participle 2 2 1.09
22 Adverb + Preposition 1 1.08
23 Adjective + Verb (ing) 1 1.07
24 Preposition + Preposition 1 1.07
Total 274

In such a way, it is possible to summarize the following results in two points:

e \We have detected 24 types of English compounds in the text of a scientific
style. The analysis of the prose texts (which was earlier undertaken by the
author) has shown that 18 types of the compounds are available in the novels.
Here it is possible to suppose that the structure of English compounds is more
prolific within the scientific texts. It can be explained by the fact that one needs
specifications of meaning. This is considered to be one of the factors
influencing the language evolution.

e Judging from the structure of English compounds, it is possible to detect the
highest frequency of Noun + Noun pattern in the scientific style.

3. Statistical investigation of the types of cohesion in the scientific texts

According to Fan/Altmann (2007: 190), “cohesion is a property present at all language
levels”. In order to analyse the cohesion, scientific texts are selected as a domain where
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“microscopic observation of the English compounds” was conducted and then “establish a
scale for their cohesion” (Fan/Altmann 2007 : 190).

Therefore, the aim of the given analysis is to scale the cohesive types of English
compounds in the scientific texts: “The power of Management Capital” (2008) and “Tort
Law”.

The procedure of the research. All the English compounds have been written out in
the books in question. Then we have classified the compounds according to the types of
cohesion. We have received the following results:

Blank type (separate writing of the compounds): consultation paper, times supply
chain networks, business information management, etc;

Within the blank type, we have distinguished the following subtypes:

a) Blank with a preposition: Quality of Management Discipline, Court of Appeal
Judgement, Steam of Leadership;

b) Blank with a joining element: communications products, sales growth, operations
effectiveness, operations relationship.

Hyphenized compounds (the hyphen unites the units): return-on, take-over, high-risk,
long-term, blue-chip, fact-based, decision-making, well-informed, above-mentioned, hands-
on, air-traffic, wide-ranging.

Hyphenized compounds with a preposition: case-by-case, situation-by-situation;

Joining (the units have a joining element): throughout, aftereffects, underfoot,
marshland, airspace, airport, framework, carryovers, ongoing, overarching.

Joining with an inserting element: groundswells

In such a way, it would be relevant to give the results in the form of the table with the
rank-frequency distribution, the cohesion types, and the computed numbers. Instead of
applying a distribution, we simply use a function (i.e. a not normalized model) and can state
that the usual Zipfian rank-frequency function is quite adequate.

Table 2
The rank-frequency distribution of the cohesion of the compounds
in the texts of scientific style

Rank Name Frequency Computed
1 Blank 159 161.59

2 Hyphenization 65 53.90

3 Joining 39 28.36

4 Blank with a joining element 4 17.98

5 Blank with a preposition 3 12.63

6 Hyphenization with a preposition 3 9.46

7 Joining with an inserting element 1 7.41

Here, again, the rank-frequency sequence can be captured by the power function: y =
161.5888x 1839 with R? = 0.9798, yielding a very satisfactory result.

Table 2 has shown that 7 cohesive types of English compounds are available in the
scientific texts: blank (58.0 %), hyphenization (23.7 %), joining (14.2 %), blank with a
joining element (1.5 %), blank with a preposition (1.1 %), hyphenization with a preposition
(1.1 %), joining with an inserting element (0.4 %). The blank type of cohesion is highly
frequent in the scientific style. Here the comparison should be drawn between the scientific

6
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and prose texts (the last has been undertaken by the author in a separate article). In contrast to
the scientific style, the joining type is quite prolific in the prose texts.

On the whole, it is relevant to make the following conclusions on the basis of the
above-mentioned analysis:

e the cohesion of English compounds differs in two styles under analysis (prose and
scientific), namely, blank cohesion is observed in scientific style according to the
highest frequency (though this type is quite rare in the text of prose style);
hyphenized and joining types predominate in the prose style;

e scientific style contains blank, hyphenized and joining compounds with an inserting
element and preposition. On the contrary, we have found only joining with an
inserted element in the prose style. It shows that scientific texts possess all the types
of compounds with various inserting elements.

Leaning against the results we may conjecture that in English scientific texts there is
an expressed tendency to apply a specific kind of compounding. In order to corroborate the
results, the study must be continued and extended not only to other scientific texts but also to
other text sorts. Finally, in order to generalize the result, the same aspects must be scrutinized
in other languages. The Zipfian function may remain as it is but there will be differences in
the parameters; further, deviations may be discovered in strongly synthetic or extremely
analytic languages hence the results could be useful also for typological research.
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Quantitative Aspects of RST Rhetorical Relations
across Individual Levels

Hongxin Zhang?, Haitao Liu®:?

1. Department of Linguistics, Zhejiang University, Hangzhou, China.
2. Ningbo Institute of Technology, Zhejiang University, Ningbo, China.

Abstract. This study converts each tree in the RST (Rhetorical Structure Theory) Discourse Treebank
into three trees with mere ultimate nodes of clauses, sentences and paragraphs respectively, examines
the rank-frequency distribution of rhetorical relations along three taxonomies at the three granularity
levels and finds they all abide by a right truncated modified Zipf-Alekseev distribution. It justifies
considering rhetorical relations as a result of a diversification process and verifies the taxonomies in
the corpus.

Keywords: Rhetorical Structure Theory (RST), discourse treebank, rhetorical relations,
distribution, diversification process

1. Introduction

Among the various approaches to discourse analysis (Moore & Wiemer-Hastings, 2003;
Taboada & Mann, 2006a, 2006b), Rhetorical Structure Theory (RST) (Mann & Thompson,
1987, 1988) is among the very few methods addressing both hierarchical and relational
aspects of text structures and is recognized as the most employed discourse-structural analysis.
Despite its name, it is not a theory but a method and a notational convention. This lan-
guage-independent formalism is functional, addressing text organization through distinctively
labelled rhetorical relations (also known as coherence relations and discourse relations)
holding between text components, and explicating coherence by postulating a text as a hierar-
chically connected structure (Mann & Thompson 1988; Taboada & Mann, 2006a). Taboada
and Mann (2006a, 2006b) provide overviews of RST.

Figure 1 presents a typical RST tree, clearly illustrating both hierarchical and relational
dimensions of RST. The leaves of the tree, or elementary discourse units (EDUs) are minimal
spans (here in this tree, clauses or equivalent units), which can be aggregated into bigger
spans (e.g. 1-7, 2-3) through the joint of rhetorical relations. Most RST relations are asym-
metrical, pointing from satellites (additional information dependent on the nucleus/nuclei) to
nuclei (the salient part). In symmetrical relations (e.g. Sequence, Contrast), multi-nuclear
spans are regarded as having an equal status.

* Address correspondence to: Haitao Liu, Department of Linguistics, Zhejiang University, 310058,
Hangzhou, Zhejiang, China. Email address: Ihtzju@gmail.com
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Figure 1. Diagram of an RST analysis: excerpt from The Hartford Courant
(source: http://www.sfu.ca/rst/images/notlaziness.gif)

Quite a number of studies contribute to the quantitative investigation on the distribution
patterns of RST relations.

Both Williams and Reiter (2003) and Carlson and Marcu (2001) notice the unequal
distributions of RST relations: some are more frequent than others; some are more likely to
occur at lower layers while others tend to be present at higher layers in rhetorical structure
trees.

Motivated by the wish to investigate the probability distribution of discourse relations,
Yue and Liu (2011) randomly choose 20 texts from a Chinese RST-annotated corpus (Yue &
Feng, 2005), and find that the relations in them all abide by a right truncated modified
Zipf-Alekseev distribution pattern. Their study justifies considering rhetorical relations as a
result of a diversification process (Altmann, 1991; Altmann, 2005).

With the aim to examine the syntagmatic dimension of argumentation elements,
Beliankou et al. (Beliankou, Kbéhler & Naumann, 2012) choose the Postdam Commentary
Corpus (Stede, 2004), and look into the quantitative properties of motifs of RST relations in
the corpus and the lengths of these motifs. They examine both R-motifs (uninterrupted
sequences of unrepeated elements) and D-motifs (differing from R-motifs in that they follow
a depth-first path and end with the end of a path). These motifs follow the hyperbinomial
distribution and the mixed negative binomial distribution, respectively, which are linguist-
ically interpreted as consequences of a diversification process, and a combination of two
diversification processes, respectively.

These studies examine rhetorical relations between both EDUs and non-elementary
expanded spans. Li et al. (Li, Wang, Cao, & Li, 2014) examine the distribution of RST re-
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lations between mere terminal clausal nodes of EDUs (not necessarily independent clauses) in
trees converted from the RST Discourse Treebank (RST-DT) (Carlson, Marcu, & Okurowski,
2002, 2003) which comprises of RST-annotated texts from the Wall Street Journal. They
employ graph-based dependency parsing techniques along with two algorithms to convert the
graphs into new dependency graphs with mere ultimate nodes of clauses.

Amid competing hypotheses about what constitutes EDUs, researchers agree that they
shall be “non-overlapping spans of text” (Carlson & Marcu, 2001:2). Mann and Thompson
(1988) argue that the unit size for RST analysis can be arbitrary, including paragraphs or even
chapters. Taboada and Mann (2006a) also suggest granularity levels in accordance with the
aims of the analyses. Despite the previous facts, attempts with large units were not so
successful (Marcu, Carlson, & Watanabe, 2000).

Zhang and Liu (forthcoming) extend EDUs beyond sentences. Drawing on an analogy
between syntactic and discourse trees and operating in line with the hierarchy principle of
RST and its compositionality criterion, they convert each tree in the RST-DT into three trees
with mere ultimate nodes being clauses, sentences and paragraphs, respectively. They ex-
amine the motifs of rhetorical relations along three taxonomies at the three granularity levels
and also lengths of these motifs, and find these properties abide by the negative binomial dis-
tribution and positive negative binomial distribution, respectively. Their study demonstrates
the applicability of RST analysis between same-level terminal units, including beyond-sen-
tence level units. The newly-constructed discourse dependency trees boast unique analytical
advantages and provide new research prospects.

This work is a follow-up study of the previous one. It aims to examine the rank-frequency
distribution of rhetorical relations per se along the same three taxonomies at the same three
granularity levels, to check whether the rhetorical relations in the newly constructed discourse
trees are a result of a diversification process. We posit our data also fit the right truncated
modified Zipf-Alekseev distribution pattern in Yue and Liu (2011).

Hypothesis 1: RST relations at various levels abide by a common right truncated
modified Zipf-Alekseev distribution.

In the remainder of this paper, Section 2 presents methods of examining relations
between mere terminal discourse units at distinct levels, detailing the tree conversion, taxo-
nomies and granularity levels. Section 3 discusses the research findings and the last section
addresses conclusions and proposals for future work.

2. Materials and method
Figure 2(a) is an equivalent presentation of Figure 1, resembling in quite a number of ways a

constituent syntactic tree like Figure 2(b). This analogy is the starting point for the tree
conversion.
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S
1-7
N VP
13 4.7 :
N Ly NP1
1 2-3 év -s-/
% : . D N PP
: . ; : ¢ ¢ P NP2
& 7 DN
' ’ A ° ! Tl;ey kil-led the man with a gim.

a. An equivalent representation of Figure 1 b. A constituent syntactic tree
Figure 2. An analogy between RST trees and phrase structure syntactic trees
(Source of b: https://en.wikipedia.org/wiki/Constituent_(linguistics))

Figure 3(a) illustrates how to convert a constituent syntactic tree into a dependency one
like Figure 3(b) (Liu, 2009a, 2009b).

S 4
0 f’ijﬂ}\- /”E"“"--\___
Ly | NP1 N N
. D 7*]* - ¢ D i P
S /N S
© 1 i p NP2 : S
AN A

D N
a. They killed the man with a gun. b. They killed the man with a gun.
Phrase structure grammar Dependency prammar

(Source: https://en.wikipedia.org/wiki/Constituent_(linguistics))
Figure 3. Transforming a constituent structure into a dependency structure

Borrowing this practice of promoting the more salient node to the top of the sub-tree
along the vein, we follow the steps in Figure 4 and convert the sample discourse tree into

Figure 5.
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Figure 4. Steps of converting an RST tree
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W : \Circmpstance : Concession / ; V"th ests
1) 3 2 7)
1) Farmington 2) when 3) The hotel's  4) The people §) Every rule  6) butthe tragic 7) not
police had to hundreds of help-wanted ~ waitinginline . and laziness
help control people lined up  announcement-  caried a exceptions, [00-COmMmMonN '
trafficrecently  to be amongthe for 300 openings message. a PIONS. tableaux of
firs_t applyingfor  -was arare refutation, of hundreds or
johs atthe opportunity for ~ claims that the even thousands
yet-to-open many johless could be of people
MariottHotel.  unemployed. employed if only snake-lining up
they showed for any task with
enough moxie. a paycheck
illustrates a lack
- of jobs,

Figure 5. Reframing Figure 1 into relations between terminal clause nodes only

The conversion agrees with both the compositionality criterion of RST (Marcu, 2000) and
the hierarchy principle. The former goes that for a rhetorical relation R holding between two
textual spans, it also holds between their most significant textual units. The compositionality
criterion is also inversely applicable. As an essential principle in RST (Taboada & Mann
2006a), the hierarchy principle boasts four constraints (completeness, connectedness, unique-
ness and adjacency). In the newly-built dependency trees, each span is a unique node and each
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tree, connecting all spans, constitutes a contiguous discourse.
Guided by these guidelines, we further build trees in the RST-DT into new ones with mere
ultimate nodes of sentences like Figure 6 and finally trees with mere paragraph nodes.

S3

Background : ﬂmc&
54

gl\cﬁ-‘_—mfaﬂfe
52
pS:c]{icFearrgéng?]ne|p 52 e Molels  S3 Thepeople  S4: Every rule has
control traffic elp-wante waifing in line exceptions,but the
recently when aPnOéJSgement carried a message,  fragic and too-
hundreds of people ¢ or o a refutation, of common tableaux of
lined up to be OPENINgs - claims that the hundreds or even
among the first was a rare ; jobless could be thousands of people
applying for jobs at PO employed ifonly  snake-lining up for
the yet -to-open mary loved they showed any task with a
Marriott Hotel tnemployea. enough moxie. paycheck illustrates
_ a lack of jobs, not
laziness.

Figure 6. Relations between sentence constituents for the sample text

In this study, the three levels of discourse processes refer to a) building clauses into sen-
tences, b) building sentences into paragraphs and ultimately c) building paragraphs into com-
plete discourses. These processes are presented through the lens of RST relations, as RST
relations play unique roles in the dynamic process of meaning construction and facilitate the
comprehension of the discourse as an integrated whole.

In terms of multi-nuclear cases, we examine each nuclear-satellite pair, like the three
relations (quite likely the same) in Figure 7.

nucleus nucleus nucleus

2

N Z 3
1 \ g
satellite

Figure 7. Parallel nuclei

Also germane to this study is the taxonomy of rhetorical relations. In RST, there are
several different ways of deciding the granularity of relations per se; for instance,
Elaboration-object-attribute-e, Elaboration-object-attribute, and Elaboration might be
considered 1 or 2 or 3 types of relations. In the RST-DT, these three all appear. We are going
to look at the distribution patterns from three taxonomies.

Taxonomy 1:

This is the most elaborate classification (e.g. regarding the previous 3 relations as 3
types). Carlson and Marcu (2001) point out that the inventory of rhetorical relations in
the RST-DT is 78, but our study finds it otherwise: it is 86, including those ending
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with —e (indicating embedding).

Taxonomy 2:
This classification is more general, grouping those with the same initial parts before
the dash into the same type. For the above 3 Elaboration-related relations, we regard
them as belonging to the same type — Elaboration. There are 37 such types in the
RST-DT.

Taxonomy 3:
Carlson and Marcu (2001) detail the 78 (actually 86) types of relations in the RST-DT
and partition them into 16 classes sharing some type of rhetorical meaning. Take for
instance, Comparison. It can be the umbrella term for Comparison, Preference,
Analogy and Proportion.

In particular, we are interested in three classes: Elaboration, Topic-Comment and
Temporal to see how their representative members (Table 1) are quantitatively distributed. For
the rest 13 classes, as they embrace only 2 to 4 representative members, with too few data,
way too many types of distribution patterns will be possible and are thus less linguistically
revealing. To avoid the sparse data problem, we exclude them from our discussion.

Table 1
Rhetorical relation classes with at least 5 representative members

Class Representative members
Elaboration Elaboration-additional, Elaboration-general-specific,
Elaboration-part-whole, Elaboration-process-step,

Elaboration-object-attribute,  Elaboration-set-member,
Example, Definition

Topic-comment Problem-solution, Question-answer, Statement-response,
Topic-comment, Comment-topic, Rhetorical-question
Temporal Temporal-before, Temporal-after, Temporal-same-time,

Sequence, Inverted sequence

We are addressing these taxonomies as we deem them justifiable if their distributions
observe a regularity which is linguistically interpretable.

Hypothesis 2: The taxonomies of rhetorical relations used in the RST Discourse Treebank
are results of diversification processes.

3. Results and discussion

In this part, each sub-section will address one hypothesis. Initially, we examine whether RST
relations abide by the chosen distribution across levels. Following that, we investigate the
ways to validate the taxonomies of rhetorical relations in RST analysis.

3.1 Distribution pattern of RST relations

Initially, we get the data of relations among constituents and rank (R.) them in a descending
frequency (Freq.) so that the highest frequency has Rank 1 (Appendices 1 & 2). Table 2
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details the rhetorical relations with Taxonomy 3, the 16-class classification at three levels.

Table 2
Rhetorical relations across levels (Taxonomy 3)

Between clauses Between sentences
_ - Between paragraphs
R. within sentences within paragraphs
Relation |Freq.| % Relation  |Freq.| % Relation Freq.| %
1 |Elaboration|4476| 38. 8 | Elaboration |2004| 56.2 | Elaboration |1940|63.3
2 | Attribution |3639| 31. 6 | Explanation | 547 | 15.3 | Explanation | 263 | 8.6
3 |Background| 618 | 5.4 Evaluation | 255 | 7.2 Evaluation 243 | 7.9
4 |Enablement| 567 | 4.9 | Background | 194 | 5.4 Background | 197 | 6.4
5 | Contrast | 412 | 3.6 Contrast 190 | 5.3 Summary 115 | 3.8
6 Cause 391 | 3.4 Cause 163 | 4.6 Contrast 113 | 3.7
7 |Explanation| 321 | 2.8 Attribution 42 | 1.2 Cause 87 | 2.8
8 | Condition | 283 | 2.5 Summary 41 | 1.2 Comparison 21 | 0.7
9 Manner- 242 | 2.1 | Comparison | 37 | 1.0 | TopicChange | 21 | 0.7
Means
10 | Temporal | 220 | 1.9 Condition 22 | 0.6 | Topic-Comment | 21 | 0.7
11 |Comparison| 130 | 1.1 |Topic-Comment 19 | 0.5 Condition 16 | 0.5
12 | Evaluation | 120 | 1.0 Temporal 18 | 0.5 Enablement 11 | 0.4
13 | Summary | 99 | 0.9 | Enablement | 16 | 0.4 | Manner-Means | 10 | 0.3
14 Topic- 11 | 0.1 |Manner-Means| 16 | 0.4 Temporal 3 0.1
Comment
15 Attribution 2 (0.1

In the process of fitting the data to the right truncated modified Zipf-Alekseev distribu-
tion, Altmann-Fitter 3.3 is employed to calculate R? and parameter values. Table 3 presents all
the fitting results.

Table 3
Fitting the right truncated modified Zipf-Alekseev distribution to data
(T = Taxonomy)

nodes relations R? a b n a

_ clauses all 09764 | 138 | 0.04 | 78 | 0.30
-{ylpSS sentences all 0.9964 0.12 | 0.28 | 58 | 0.43
paragraphs all 0.9971 0.02 | 0.30 | 54 | 0.47

T0:37 clauses all 0.9443 150 | 0.13 | 33 | 0.38
types sentences all 0.9969 0.13 | 030 | 36 | 0.49
paragraphs all 0.9982 0.20 | 0.27 | 37 | 0.59

T3:16 clauses all 0.951 1.69 | 0.08 | 14 | 0.39
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nodes relations R? a b n a
classes | sentences all 0.9963 0.35 | 046 | 14 | 0.56
paragraphs all 0.9971 0.05 | 0.50 | 15 | 0.63
clauses elaboration 0.9993 1.16 | 0.36 | 15 | 0.59
3 of the paragraphs elaborat?on 0.9991 044 | 074 | 14 | 0.76
classes sentences elaboration 0.9973 052 | 066 | 12 | 0.74
clauses temporal 0.9801 026 | 1.18 | 6 0.39
paragraphs topic-comment 0.9968 0.00 | 0.66 | 6 0.37

The observations from the three different ways of classifying the rhetorical relations
within the RST-DT all show striking agreement with the distribution. Table 4 is a typical
example, presenting the approximation of between-sentence rhetorical relation data to the
distribution. Figure 8 graphically illustrates the fitting.

Table 4
Fitting the right truncated modified Zipf-Alekseev distribution
to the data of RST relations between sentences within paragraphs
(f{i]:empirical frequency, NP[i]:theoretical frequency)

xi] i NPIi] x[i] i NPIi]
1 2004 | 2004.00 8 41 54,54
2 547 | 512.76 9 37 41.57
3 255 | 319.45 10 22 32.26
4 194 | 208.41 11 19 25.42
5 190 | 142.03 12 18 20.30
6 163 | 100.36 13 16 16.41
7 42 73.07 14 16 13.40
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Figure 8. Graphic representation of Table 4

Even rhetorical relation classes with at least 5 representative members (Table 1, Appendix
2) display the same regularity (Table 3).

Elaboration is the class that covers the most types of relations, including Example,
Definition and all the Elaboration-initial relations. It has been a particular problem area for
the definition of rhetorical relations, particularly when the identification of its sub-types is not
very clear (Taboada & Mann, 2006a). Interestingly, even this class of relations across levels
fits perfectly with the same distribution (with R? ranging from 0.9973 to 0.9993).

Similarly, we examine the classes of Temporal and Topic-Comment at three levels in case
there are more than 5 members at a certain level in the corpus. The relations of Temporal
between clauses (R?>= 0.9801) and Topic-Comment between paragraphs (R?= 0.9968) are both
found to share the same distribution pattern.

These findings validate the first hypothesis: rhetorical relations (decided on three taxo-
nomies) at various levels (including sub-classes) are all regularly distributed, following the
same right truncated modified Zipf-Alekseev distribution. This is in agreement with the
finding in Yue and Liu (2011). What this model means will be elaborated in the next
sub-section.

The common distribution pattern gives a clear indication of a certain common mechanism
of discourse processes through the joint of RST relations at all three levels.

3.2 Taxonomies in RST and the diversification process
This part canvasses the taxonomies of relations used in the RST Discourse Treebank.

3.2.1 Inventory of relations

A fixed inventory of relations are not required in many areas of linguistics (Taboada & Mann,
2006a), but the taxonomies of rhetorical relations, somehow subjective and intuitive, are
among the most debated issues of RST. Without a uniform standard for annotation in play, the
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agreement on certain values can sometimes be problematic (Scholman & Sanders, 2014).
Generally, the taxonomy in RST is a set of relatively stable but nonetheless open relations.

Since the initial proposal of 24 in Mann and Thompson (1988), recurrent categories have
been proposed and discussed (e.g. Sanders, Spooren, & Noordman, 1992; Louwerse, 2001;
Carlson & Marcu, 2001; Taboada & Mann, 2006a). For instance, these 24 relations are
extended to 30 on the RST website (http://www.sfu.ca/rst/). In the RST-DT, there are 86
relations. So long as they are not beyond “observability”, innovation shall be encouraged as
the unit division method won’t necessarily be suitable for everyone (Taboada & Mann, 2006a:
437).

Also, there are some other alternative collections of rhetorical relations based on some
alternate basis with the number ranging from 2 to 350 (Taboada & Mann, 2006a)!

In addition, the attempts to define the number of rhetorical relations are paired with those
to compartmentalize them. To illustrate, Taboada and Mann (2006a) propose grouping them
into 12 classes. And Carlson and Marcu (2001) identify 16 classes.

3.2.2 Empirical validations and justifications to rhetorical relations

Empirical validations and justifications to rhetorical relations proper or their taxonomies have
been carried out. Most of them are basically experimental, involving either subjects’ ex-
periences with rhetorical relations or a comparison between two ways of representing the
targeted texts. From the very outset of RST, descriptive adequacy and cognitive plausibility
have been proposed as two main features (Sanders et al., 1992). Meyer, Brandt, and Bluth
(1980) suggest that coherence relations, particularly when explicitly marked, help ninth-grade
students in their discourse organization. It is also proved that marked coherence relations
facilitate discourse segment processing (Haberlandt, 1982). Through psycholinguistic experi-
ments, Sanders et al. (1992) prove that subjects are sensitive to different relations, which can
be understood as a psychological salience of their taxonomy and as evidence to the under-
standing of coherence relations. Spooren (1997) focuses on underspecified coherent relations,
proving that both speakers and hearers tend to use those relations cooperatively. Similarly,
Sanders and Noordman (2000) find that relations explicitly marked result in faster processing.
Den Ouden, Noordman, and Terken (2009) carry out an interesting investigation on the
prosodic realization (segments, pitch range and articulation rate) of organizational features in
20 RST-annotated news reports. Through a comparison with the read-aloud version, the
RST-annotated version is found to reflect organizational features of the texts, which in turn,
correspond to prosodic characteristics. By means of an eye-tracking study, Rohde and Horton
(2014) argue that anticipatory looks of the comprehenders reveal expectations about inter-sen-
tential coherence relations.

A more direct proof is the practical applications of rhetorical relations, the most important
of which include theoretical linguistics, discourse analysis, psycholinguistics and comput-
ational linguistics, way beyond its original objective of text generation (Taboada & Mann,
2006a).

The third dimension of validation comes from quantitative studies fitting RST data to
certain distributions. Studies by Yue and Liu (2011) and Beliankou et al. (2012) are typical
examples.
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3.2.3 The diversification process

The discussion on the diversification process shall start from the Zipf’s law (Zipf, 1935, 1949).
This empirical law, named after Zipf due to his great contribution to it, was originally a law
on word frequencies in natural language speech and texts. It states that only a few words are
used very frequently, while many or most are used rarely and that the frequency of a word
decays as a power law of its rank.

“The least effort” principle (Zipf, 1949) is the theoretical explanation for Zipf’s law,
which is a consequence of two competitive economic principles. For instance, the speaker
tends to reduce the number of words for his least effort in production; consequently, many
words will carry more than one meaning and in an extreme case, a word means everything.
This speaker economic force gives rise to the unification force. But the listener, in his least
effort in utterance comprehension, prefers each word to carry only one exact meaning. This
listener economic principle thus constitutes the diversification force. The Zipf’s law is actu-
ally an indication that the balance (or simultaneous minimization in the effort of both parties)
is reached between these two opposing forces. To put in other words, this way, the cost of
communicative transactions between speakers and listeners is optimized, hence an actualize-
ation of the least effort principle.

Language evolves with the two forces of unification and diversification in play. But Zipf's
law is not restricted to language laws. It’s a general law governing various fields of human
behaviors.

Coming back to our case, for the attempts of enlarging, adapting, and categorizing
rhetorical relations, we regard them as a diversification and unification process. As a process
of enlarging the number of forms or meanings of any linguistic entity, the diversification
process (also quite known in biology) occurs at various levels of language and covers an
enormous scope of phenomena (Altmann, 1991). For example, words can enlarge their class
membership without any formal change (e.g. the head, to head) or through derivation (e.g.
compose, composition). A word can acquire different meanings, giving rise to polysemy (e.g.
polish, fine) and every word can be associated with other words, acquiring connotations. Di-
versification and its opposite, unification, are also called Zipfian processes.

The starting points for the study of diversification are three general assumptions serving
as the foundation of modeling (Altmann, 2005):

Firstly, the classes of the diversified entity from diversification form a decreasing rank-
frequency distribution in case the classes represent a nominal variable or another discrete
distribution where the classes represent a numerical variable.

Here in our case the entity is a nominal one. It means that an entity diversifies in one
direction, and as a result, the frequencies of the diversified entities won’t be equal, but rather,
they can be ordered according to a decreasing frequency. If this very assumption goes right, it
can constitute a criterion distinguishing the various taxonomies, claiming each to be “good”,
“useful” or “theoretically prolific”, depending on the fitting of rank-frequency distributions
(Altmann, 2005:647).

Secondly, the resulting classes do not stand alone, but rather, they are linked by mutual
influence. And thirdly, the emerging dimension (or the diversified property) is linked with at
least one other property of the same entity.

Concerning the case of nominal rhetorical relations in this study, they follow a decreasing
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rank-frequency distribution and accord with the other two assumptions.

Following the three relevant assumptions, some models for these processes are suggested
in Altmann (1991). Among them is the right truncated modified Zipf-Alekseev pattern, a
known Zipf’s law-related distribution to model the ranking law of diversified entities
(Altmann, 1991; Kohler, 2012). For details about the linguistic interpretation of this dis-
tribution pattern, refer to Yue and Liu (2011). In our study, the robust fitting to this linguis-
tically interpretable distribution suggests that the taxonomies (including the taxonomy of
sub-types) in the RST-DT are justifiable and theoretically prolific. Therefore, the taxonomies
can be regarded as results of a diversification process, which constitutes a validation of Hypo-
thesis 2.

This research actually backs up Yue and Liu (2011), Beliankou et al. (2012) and Zhang
and Liu (forthcoming). The data in all these three studies are found to abide by a rank-fre-
quency distribution, collectively corroborating the idea that rhetorical relations and re-
lation-induced properties are results of diversification processes.

4. Concluding remarks

This study converts each tree in the RST-DT, where there are both elementary clause nodes
and expanded spans, into three new dependency trees where there are only terminal nodes of
clauses, sentences and paragraphs, respectively. It examines discourse processes through the
lens of RST rhetorical relations at three levels of organizing one level of units into the next
immediate level. It yields the following research findings:

e The rank-frequency distribution of all the rhetorical relations at all levels is regular, re-
gardless of the granularity of nodes (clauses, sentences or paragraphs) or the granularity of
RST relations. They all follow the same Zipf's law-related distribution (right truncated
modified Zipf-Alekseev distribution). Three classes with over 5 representative rhetorical
relations are also found to behave in this uniform manner.

e The robust fitting of all sets of data by the same distribution pattern justifies three
taxonomies (including the taxonomy of sub-types) in the RST-DT. We thus claim that the
taxonomies are theoretically prolific. The fitting also corroborates the idea that rhetorical
relations are a result of a diversification process.

To apply the findings to language in general, studies from more languages and genres are
called for since this study only examines texts from the Wall Street Journal. We expect that
investigations of other corpora and of languages other than English will yield comparable
results.

In previous studies, we have examined the dependency distance and length-frequency re-
lationship (Liu 2007, 2008; Jiang & Liu 2015). Further research efforts shall also cover more
properties in the reframed trees, like complexity, number of layers, and various inventories,
among many others. When these are done, we might expect to construct a synergetic dis-
course model.
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Appendix 1
Rank-frequency data of Taxonomies 1 and 2
(R = Rank, 1 = Taxonomy 1, 2 = Taxonomy 2, C = Clauses as nodes, S = Sentences as nodes,
P = Paragraphs as nodes)

R.|C2|S2 |P2|R |C1l|]S1|PL|R |[Cl1|S1 | P1
1 |4352|17/53|1802| 1 |3455|1531|1427| 40 | 18 4 3
2 |3639| 363 | 189 | 2 |2644| 363 | 204 | 41 | 18 3 2
3 | 605|207 |135| 3 | 840|205 | 189 | 42 | 17 3 2
4 | 553|139 | 118 | 4 | 549 | 147 | 135 | 43 | 16 3 2
5 | 251|124 | 112 | 5 |511 139|120 | 44 | 14 2 2
6 | 239|108 | 90 6 | 398|123 | 118 | 45 | 14 2 2
7 | 220 | 103 | 85 / | 233|103 | 87 | 46 | 13 2 1
8 |212 | 9% | 79 8 | 219 91 | 86 | 47 | 13 2 1
9 | 200 | 91 | 77 9 [ 199 | 91 | 79 | 48 | 13 2 1
10 | 162 | 82 | 65 | 10 | 183 | 80 | 78 | 49 | 13 1 1
11 | 148 | 75 | 60 | 11 | 158 | 75 | 77 | 50 | 12 1 1
12 | 139 | 66 | 58 | 12 | 141 | 75 | 65 | 51 | 11 1 1
13 | 102 | 46 | 36 | 13 | 135 | 66 | 60 | 52 9 1 1
14 | 99 | 45 | 22 | 14 | 129 | 46 | 50 | 53 9 1 1
15 | 94 | 44 | 20 | 15 | 123 | 45 | 36 | 54 8 1 1
16 | 94 | 42 | 15 | 16 | 107 | 43 | 34 | 55 7 1

17 | 93 | 28 | 14 | 17 | 95 | 39 | 26 | 56 7 1

18 | 50 | 27 | 12 | 18 | 91 | 32 | 22 | 57 7 1

19 | 46 | 18 | 10 | 19 | 86 | 28 | 20 | 58 7 1

20 | 43 | 17 8 20 | 85 | 28 | 15 | 59 7

21 | 31 | 14 7 21 | 80 | 27 | 14 | 60 6

22 | 30 | 12 7 22 | 80 | 17 | 10 | 61 5

23 | 26 | 12 6 23 | 61 | 14 8 62 5

24 | 20 9 4 24 | 61 | 12 8 63 5

25 | 18 9 4 25 | 56 | 12 8 64 5

26 | 14 7 3 26 | 54 | 12 7 65 5
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27 | 13 6 3 27 | 53 | 10 7 66 4

28 | 13 4 3 28 | 46 9 7 67 4

29 | 10 4 3 29 | 45 9 7 68 3

30 7 3 3 30 | 42 9 6 69 3

31 4 3 3 31 | 41 9 5 70 3

32 1 2 3 32 | 40 7 4 71 2

33 1 2 2 33 | 38 6 4 72 1

34 1 2 34 | 34 6 3 73 1

35 1 1 35 | 32 5 3 74 1

36 1 1 36 | 30 5 3 75 1

37 1 37 | 25 4 3 76 1

38 38 | 20 4 3 77 1

39 39 | 20 4 3 78 1

Appendix 2
Rank-frequency data of chosen RST relations
Relations Elaboration Temporal |Topic-comment
Rank Between | Between Between Between Between
clauses |sentences| paragraphs clauses paragraphs

1 2644 1531 1427 86 7
2 840 205 204 80 5
3 398 147 135 41 3
4 233 43 120 5 2
5 80 32 34 5 1
6 54 14 8 3 1
7 53 10 4
8 45 9 3
9 40 4 2
10 25 3 1
11 20 2 1
12 18 2 1
13 14 1
14 11 1
15 1
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Verbal vs. Adjectival Styles in Long Poems
by A.S. Pushkin

Sergey Andreev

Abstract. This study is based on the methodology, suggestetie research by G. Altmann, S.
Naumann, I.-l. Popescu (Naumann et al. 2012).usexd in our research for the analysis of the propo
tions and distribution of three parts of speechu(i®p adjectives and verbs) in the data-base, d¢omgis
of ten long poems by A.S. Pushkin, the great Rngsieet.

The proportions of adjectives and verbs againshaa@how the type of the author’s poetic visu-
alization of the world (static or dynamic) and theensity of such description in general.

Keywords: Russian, Pushkin, poetry, style

Among language units highly relevant for textone@nalysis are parts of speech
(PoS) whose counts create a basis for solvingge lanmber of important problems in various
spheres of linguistic research such as authorshipction, automatic classification of texts
and/or individual styles of the authors, discovgrthythmic peculiarities (in verses), finding
out main features of text structure in various gsnetc. (Altmann 2014; Gasparov 2812
Mikros 2009; Popescu et al. 2007; Tuzzi et al. 2009

An important problem of how a poet visualizes thald can be resolved by finding out
the type of relationship which exists between nourgbs and adjectives in his poetic texts. If
themes in poetry are mostly expressed by noungsvend adjectives give additional infor-
mation about themes by specifying images (adjes}igad actions or states (verbs).

Studies of types of poetic description in verseghestablished proportions between ad-
jectives and verbs, verbs and nouns (Popescu @04B, Gasparov 2012a, Naumann et al.
2012), revealed important interrelations betweemspaf-speech, and have brought about im-
portant results about the peculiarities of indiabtlatyles of poets as well as general tenden-
cies in dynamic representation of the world in egnd lyrical poems.

In this study the type of relationship of static dgnamic representation of themes in
verse texts in Russian is carried out by findingmoportions of verbs and adjectives against
nouns. Speaking of the opposition of static andadyic description as an important feature of
style it should be mentioned that there are at kw&s more interpretations of style dynamics.

Firstly, it can refer to the changes that occurrguears in the creative manner of an au-
thor, the study of alternations of text featurdsseryved at different stages of creative activi-
ties of an author. This approach also includessngations which are devoted to the chronol-
ogy and dating of the texts (Brandwood 2009; Tenpie6).

Secondly, this term can be applied to the desonptif text elements of a poetic work
from its beginning to end (Martynenko 2004), andnstmes in the opposite direction
(Kohler et al. 2012: 82). In this case the fact tihe texts have been written during a certain
period of time is usually ignored.

Counts of PoS in Russian necessitate certain $petins.

Proper nouns were counted together with common sceuthout reduction which was
used by, e.g. in g-sum approach to authorship tlete¢Farringdon 1996) in which several
proper nouns were taken as one word (‘name’).
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Verbs include all their forms (personal forms, miives, participles, gerunds). By ger-
und in Russian a verbal form is understood whialoties an additional action to the main one
(‘while doing smth’ or ‘having done smth’).

Adjectivized participles, which are included inteetclass of adjectives, are differentiat-
ed from the verbal participial forms on the badisyntactic and semantic criteria (such as
metaphorical meaning, constant quality, etc. ferdatjectivized forms).

The data-base includes 10 long poems by the gnesgié poet Alexander S. Pushkin.
The long poems are: “Ten' Fonvizin&gnvizin'sShadg; “Kavkazskiy plennik” Prisonerof
the Caucasys Vadim “Bratya razboyniki” TheRobberBrotherg; “Bakchisarayskiy fontan”
(TheFountain of Bakchisarg “Tsigani” (The Gypsies “Graf Nulin” (Count Nulir); Tasit
Jezierski “Mednyj vsadnik” The Bronze Horseman

All the poems were written in iambic tetrametertfwiew exceptions in a very small
number of lines), thus forming a homogeneous bdsis.total number of lines is a little less
than 4000.

The first stage of analysis consisted in finding proportions of verbs and adjectives in
the texts of all poems (Table 1).

Table 1
Proportions of verbs and adjectives against nouns
in long poems by Pushkin

Poem Verb-noun | Adjective-noun
1 | Fonvizin's Shade 0.359 0.222
2 Prisoner of the Caucasus 0.326 0.298
3 | Vadim 0.327 0.288
4 | The Robber Brothers 0.384 0.239
5 | The Fountain of Bakchisara 0.316 0.306
6 | The Gypsies 0.573 0.275
7 | Count Nulin 0.394 0.208
8 | Tasit 0.376 0.258
9 | Jezierski 0.283 0.216
10 | The Bronze Horseman 0.366 0.286

The proportion of adjectives and nouns is to sorterg more stable than that of verbs
and nouns: the coefficient of variance for the ferns 13.93% and 21.38% for the latter.

To test the deviation of the observed proportiamfiits expectation the following crite-
rion was suggested (Naumann et al. 2012: 29):

__ p(S)-E(p)
JpA-p/(S+N)

wherep is the proportion of the given part of spe&H(p) — expected proportiom(S) is
the observed proportion in the text of the givert paspeeclt, Nis the number of observed
nouns (Naumann et al. 2012).

The expected proportion of verbs and adjectivesnag@ouns in Russian can be ob-
tained from the data of M.L. Gasparov (Gasparov2b0B27). According to his data at the
beginning of the 19 century in Russian poetry nouns equalled 43% lofhal words in the
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poems, verbs — 22% and adjectives — 15%. Judgintibyper cent representation of the oc-
currence of these three PoS, the proportion ofsragainst nouns, calculated by dividing the
number of verbs by the sum of the verbs and naaBs=i 43/(22+43) = 0.33846, and the pro-
portion of adjectives against nouns equals 0.258682se values are taken in this study as ex-
pected proportions. It should be noted that thbalezxpected value in Russian poetry is very
close to the value, used in the analysis of diffedledo-European languages in the above-
mentioned article, which i = 0.3333 (Naumann et al. 2012: 29).

Taking the critical level ag = 0.1 fordf =0, | u| < 1.64 will not be considered as rel-
evant deviation from the expected level. In suckecae shall speak about verb-balanced or
adjective-balanced style. In case< —1.64, the number of verbs or adjectives isiBaantly
less than expected,#f> 1.64 the empirical number of these PoS excdesxpectation lev-
el.

Table 2 contains the observed values of verbs, siand theu-criterion for 10 poems,
Table 3 — the same data about adjectives. Staitligticlevant deviations from the expected
level are marked in bold type.

Table 2
Expected and observed proportion of verbs agamshs
in long poems by Pushkin

Date of U-
Poem writing the | Verbs Nouns o
poem criterion
1 | Fonvizin's Shade 1815 251 449 1.12
2 | Prisoner of the Caucasus 1820 515 1064 -1.03
3 | Vadim 1822 145 299 -0.53
4 | The Robber Brothers 1821-1822 | 197 319 2.17
5 | The Fountain of Bakchisara] 1821-1823 | 365 789 -1.59
6 | The Gypsies 1824 943 702 20.13
7 | Count Nulin 1825 305 469 3.27
8 | Tasit 1829-1830 | 205 340 1.86
9 | Jezierski 1832-1833 | 119 301 -2.39
10 | The Bronze Horseman 1833 358 619 1.85

The most important conclusion which can be drawmfthe data of Table 2 is that lyri-
cal poems by Pushkin are characterized by cleadsked verbal style which corresponds to
the observation of M. Gasparov that Pushkin’s vessen more dynamic than prose of Tol-
stoy and Chekhov (Gasparov 2012a). One exceptan this verbally intensified style is his
unfinished poem Jezierski, displaying “deficien®f’verbs. A certain tendency to nominal
style is also seen ifhe Fountain of Bakchisaraand in three other poems the verbal style
may be considered as balanced.

The other conclusion concerns the correlation efphriod of creative activity of the
poet when he wrote the poems and the style. Push&arlier poems seem to be more bal-
anced in style, less markedly verbal than thos#dewriater.
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Table 3
Expected and observed proportion of adjectivesnatjaiouns
in long poems by Pushkin

Date of
Poem writing the | Adjectives| Nouns| U-criterion
poem
1 | Fonvizin's Shade 1815 128 449 -2.018
2 | Prisoner of the Caucasus 1820 452 1064 3.516
3 | Vadim 1822 121 299 1.380
4 | The Robber Brothers 1821-1822 100 319 -0.905
5 | The Fountain of Bakchisara] 1821-1823 348 789 3.654
6 | The Gypsies 1824 266 702 1.149
7 | Count Nulin 1825 123 469 -2.826
8 | Tasit 1829-1830 118 340 -0.048
9 | Jezierski 1832-1833 83 301, -1.901
10 | The Bronze Horseman 1833 248 619 1.844

Speaking of adjectives it can be noted that theupacis less uniform. In three poems
adjectives are obviously ‘deficient’ in number amdother three cases they exceed the ex-
pected level. It should be noted that the groupa®ms with pronounced adjectival style in-
cludes highly romanti€risoner of the Caucasu¥he Fountain of Bakchisarais well as real-
istic style poeniThe Bronze Horseman

Contrary to what was observed for verbs, in cassdg@ctives the period of poetic activ-
ities and the age of the poet had no influence hencahoice between adjectival and not-
adjectival types of style, cFonvizin's Shade vs. Prisoner of the Caucasusedivs. The
Bronze Horseman

Comparing the data of Tables 2 and 3 several opposibetween verbal and adjectival
types of style can be discovered. The strongesbippn is observed irfCount Nulin in
which verbal style is expressed rather vividly wdeesr adjectival description is below the ex-
pected level. This phenomenon can be called comfiens— the decrease of static descrip-
tion of themes is compensated for by dynamic repgion. Very close to it ifhe Fountain
of Bakchisaraiin which the same tendency of contrast of stykss lze supposed. In this case
the adjectival style prevails and verbality hasradency to be deficient.

In three poem3he Robber BrothersThe Gypsieand Tasit verbal style exists at the
background of adjective-balanced style (the expkleeel of the number of adjectives is ob-
served), forming thus a binary opposition in whatfjectival style is a zero member. In the
poemPrisoner of the Caucasusce versa the adjectival style is observed athihekground
of a verb-balanced styl@he Gypsiess also characterized by verb-balanced style heronhe
hand, and adjective number deviation from the etguegalue, on the other. But in this case
the deviation consists not in an increase, butdnog of adjective descriptiveness.

In two casesThe Bronze HorsemaandJeziersKj the description tendency is the same
for both PoSThe Bronze Horsemas characterized at the same time by verbal ajettal
styles and in case dkzierskithe number of both verbs and adjectives is belmvexpected
level. This tendency can be called the tendendgtehsification. In the first case it means the
intensification of descriptive aspect, in the setaase — the intensification of a fall in
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detalization (“zero-description”). In the poeviadimthe style is highly balanced as both with
adjectives and verbs the observed values corresjpathe expected level.

At the next stage of analysis the possibility af gtyle alternations over the texts was
investigated. The increase or decrease of the vertadjectival styles in the texts from their
beginning to end was studied according to the nietifadynamic view of text suggested in
the above-mentioned article (Naumann et al. 204228). In our case we counted the num-
ber of verbs and adjectives before every noun pistgicumulative sums and thus forming a
sequence of values. In graphic representation nateneeflected on the x-axis and cumulative
sums of verbs or adjectives on the y-axis. To gaptive trend of such sequences the authors
of the article propose to use the power functjoa aX’ in which the parametds reflects
changes in style.

Using this method we found out the parameteendb and the determination coeffi-
cientr? for 10 poems. The results are given in TablesdiGarForb > 1 verbal or adjectival
style is increasing, i < 1 it is falling. Ifb = 1 verbs and adjectives in regard to nouns are di
tributed uniformly through the text.

Table 4
Changes of verbal style
Poem A b P
Fonvizin's Shade 0.62 0.974 0.997
Prisoner of the Caucasus 0.14 1.178 0.994
Vadim 0.31 1.071 0.982
The Robber Brothers 0.14 1.267 0.992
The Fountain of Bakchisarai 0.20 1.132 0.996
The Gypsies 0.07 1.333 0.995
Count Nulin 0.13 1.260 0.998
Tasit 0.26 1.144 0.996
Jezierski 0.14 1.183 0.994
The Bronze Horseman 0.16 1.204 0.997

The coefficient of determination is high, showihgtthe power function captures well
the trend.

In all cases the intensity of style changes isveoy large. Parametér demonstrates a
very moderate growth of verbality in 8 texts outldf. Two texts Fonvizin's Shadeand
Vadim) demonstrate practically uniform, smooth distribatiof verbs over the whole text.
Slight intensification of the verbal style in poeseems to be their characteristic feature. It is
observed regardless of whether the style in thenpgeverbal as iThe Gypsiesgtc., or ver-
bally neutral as irPrisoner of the Caucasuey even verbally-deficient as ithe Fountain of
BakchisaraiandJezierski.
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Table 4
Changes of adjectival style
Poem a b P
Fonvizin's Shade 0.34 0.973 0.996
Prisoner of the Caucasus 0.63 0.947 0.999
Vadim 0.25 1.085 0.998
The Robber Brothers 0.31 0.997 0.994
The Fountain of Bakchisarai| 0.65 0.944 0.998
The Gypsies 0.24 1.071 | 0.996
Count Nulin 0.19 1.062 0.991
Tasit 0.26 1.144 | 0.996
Jezierski 0.09 1.202 0.990
The Bronze Horseman 0.72 0.905 0.995

The distribution of adjectives against nouns digpkaven stronger evenness than that of
verbs. Only in two cases it is possible to speakoofe relevant changes. TheseEasitand
Jezierskiwhich display certain growth of adjectival styleviards the end and, to a certain ex-
tent, The Bronze Horseman which a slight decrease in the number of adjestthrough the
text is observed.

On the whole it is possible to say that though¢hB3 long poems by Pushkin are lyri-
cal, they nevertheless are characterized by vetple which is more expected in prose or, if
verses are considered — in epic poems. The vetydalis lyrical poems does not change con-
siderably from beginning to end.

In most cases the intensification of one style @llgwerbal) is observed at the back-
ground of the balanced style of the other one (bsadjectival). In other words the tendency
of compensation when deficiency of one featureoimgensated for by the intensification of
the other is not very marked here. It is possiblsay that the competition of verbal and ad-
jectival styles is realized not as an equipolleat &s a privative opposition with one zero
member.

The other tendency — the tendency of intensificaibdescription when a simultaneous
rise or drop in both types of description occurs {sat both verbal and adjectival styles
should become prominent or weakened at the sane? tsnaisplayed rather weakly.

And lastly, the general trend (romantic or reat)sto which each of the poems belongs
does not influence the ratio of verbal and adjettstyles.
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I ntroduction

Discussion is the ,daily bread” of science. Somabpgms are discussed for decades in
separate articles and journals, other ones ar®hfects of conferences or omnibus
volumes. Often, the critical point disappears bseaanew “school” does not consider
it worth of discussion. Mostly, the criticized aathdoes not even learn that his
approach had some weak points because one caadoeverything and the critics do
not send him their discovery. Even if today itiimgle to convey news, it is easier to
wait until the concerned author himself reacts eaih take several years and usually,
in some years, the problem is not topical any more.

Glottometrics ventures to accelerate this historically well-kmoprocedure and
opens a rubric in which a certain topical problean be directly discussed. The cri-
ticized authors can take part in the discussionnleed not. The rubric is dedicated to
articles reviewing a problem or even a world viewt b must be connected in some
way with quantitative linguistics.

We begin with the discussion concerning the probt#d dependence in text.
The problem is not new but there are that many @spgeropagated by various lin-
guistic schools that even a survey of views wollldséveral books. One should not
forget that in science, we construct views, nothsuand try to corroborate plausible
hypotheses as well as possible. Unfortunatelyethee as many languages as there are
Men, because everybody uses even the same langifégrently. There is no final
corroboration because there are always some boymaaditions which cannot be
captured by a quantitative linguist and do notreggéa qualitative linguist. Qualitative
linguistics searches for rules and enumerates xbepéions, quantitative linguistics
searches for models of phenomena and tests thelspquig as in physics. In quan-
titative linguistics one gets deeper and is readgliandon a falsified hypothesis; in
gualitative linguistics one adheres to a “schoald &llows the prescriptions just as in
a religion. Projects are accepted only if they iaréne with the dominant school —
represented by the members of the commissions.

Here we want to open the door for direct criticiand direct response. This is
the way of connecting colleagues living in differesontinents and present their
opinions to those living in other continents.

The Editorial Board
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Liberating Language Research from Dogmas
of the 20th Century

Ramon Ferrer-i-Cancho! & Carlos Gémez-Rodriguez?

Abstract. A commentary on the article “Large-scale evidenfcgependency length minimization in
37 languages” by Futrell, Mahowald & Gibson (PNA®L2 112 (33) 10336-10341).

Keywords: dependency length minimization, syntactic dependencies, linguistic theory

Central to the inspiring contributions of E. Gibsamd collaborators to language research is
the idea that a wide range of phenomena, e.g.,quitpiresolution, parsing difficulties or
even our notion of sentence “grammaticality”, coble manifestations of a principle of
dependency length minimization (e.g., referenceSibson’s work of Futrell, Mahowald, &
Gibson, 2015), in stark contrast to the view ofegative linguistics at least.

In a recent study of impressive breadth, Futrelghbwald and Gibson (2015) have
provided evidence of dependency length minimizatioross languages by means of various
baselines. Paradoxically, the random baselinegpocate constraints on word order that are
likely to be consequences of the very principlel@endency length minimization. Futrell et
al. argue that their “Free Word Order Baseline"slnet obey any particular word order rule,
however, it is not actually free because crossiggeddencies are not allowed. A truly free
word order baseline, and indeed a fully null hyesik, is one where the! possible
linearizations of the units (words) of a sentence are alloveegriori, as in the pioneering
research on dependency length minimization by Fei@ancho that Futrell et al. (2015)
cite. Furthermore, a large body of theoretical antpirical research strongly suggests that
non-crossing dependencies arise as a side effgatesbure to reduce dependency lengths
(see Gémez-Rodriguez & Ferrer-i-Cancho 2016, Fé@ancho & Gémez-Rodriguez, 2015
and references therein).

Therefore, investigating dependency length minitdrawith random baselines or an
“optimal baseline” where crossings are not allowsedot only theoretically superficial, but
also unnecessarily complicated and most worryiniglgicates subordination to the division
between competence and performance, a dogma ofageweelinguistics that Gibson and
collaborators have challenged in the past. Fute¢llal.’'s “Consistent Head Direction
Baseline” is another example of baseline that kelyi to incorporate dependency length
minimization in its very definition: consistent lieairection might be a consequence of
dependency length minimization (Ferrer-i-Canchol3#) 2015b). For instance, once the
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verb is placed last (as in SOV order), dependemmgth minimization predicts that,
consistently, the dependents of the nominal hedd3 and O should precede their heads.
Similar arguments can be made for the "Fixed wordeo baseline”: dependency length
minimization predicts the relative placements fertain dependencies, e.g. adjectives with
respect to their nominal heads, verbal auxiliawéhk respect to their verbal heads, and so on
(Ferrer-i-Cancho, 2015a).

Surprisingly, Futrell et al. take for granted dogniaehind principles and parameters
theory, where the consistent branching is assumedl €xplained) and its direction is
determined by a parameter. In contrast, tendeticiesonsistent branching and its direction
are less parameter-consuming predictions of a msatteal theory of dependency length
minimization (Ferrer-i-Cancho, 2015a, 2015b).

In sum, Futrell et al.’'s research on dependencgtleminimization is an example of
radical empirical research that attempts to rentlagoretically agnostic but, paradoxically,
turns out to gullibly accept tenets of theoretioaduistics of the past century. Those tenets
can be summarized as a belief in the existence avfl wrder constraints that cannot be
explained by evolutionary processes or requiremehperformance or learning, and instead
require either (a) heavy assumptions that compmmhis parsimony of linguistic theory as a
whole or (b) explanations based on internal coimgg@f obscure nature.

Our commentary has focused on the problems of Futteal.’s analysis for the
construction of a general theory of language thdtath highly predictive and parsimonius.
Other issues have been reviewed by Liu, Xu, andd-{201).
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Dependency Length Minimization:

Puzzles and Promises

Haitao Liu**¢ Chunshan X1” and Junying Liany

Abstract. In the recent issue of PNAS, Futrell et al. clanatttheir study of 37 languages givesfilnst
large scale cross-language evidence for Dependegrogth Minimization, which is an overstatement
that ignores similar previous researches. In amditihis study seems to pay no attention to fadiioes
the uniformity of genres, which weakens the validif the argument that DLM is universal. Another
problem is that this study sets the baseline randoiguage as projective, which fails to truly uneov
the difference between natural language and rari@doguage, since projectivity is an important featur
of many natural languages. Finally, the paper catgen “apparent relationship between head finality
and dependency length” despite the lack of an eixgdiatistical comparison, which renders this
conclusion rather hasty and improper.

Key words: dependency length minimization, crosgplege, projectivity,

For decades, dependency length (distance) miniroizéias been pursued as a universal
underlying force shaping human languages. In anteissue of PNAS, Futrell, et al. (2015)
suggest that dependency length minimization (DLIgl)a universal property of human
languages and hence supports explanations of tigwariation in terms of general properties
of human information processing. However, this estant is much exaggerated and
far-fetched.

First of all, it is claimed in the paper that ttlaghefirst large scale cross-language evidence
for DLM, since “previous comprehensive corpus-bastedies of DLM cover seven languages
in total”. However, this is absoluteOT true. In fact, there have been some large scale
cross-language studies of DLM. For example, LilD@as compared dependency distance of
20 natural languages with that of two differentdam languages, and pointed out that
dependency distance minimization is probably usigem human languages. Evidently, the
two articles share the same research objectivesahme research findings, and similar research
methodologies.

There are some minor differences in the specifithows used in these two works. For
example, Furtell et al (2015) hold dependency i@latconstant and draw random word order,
while Liu (2008) held word order constant and drawdom dependency relations. But such
minor differences cannot deny the fact that thewesoks adopt similar research methods: both
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are based on the comparison between the depentEgih (distance) of natural languages
and that of corresponding artificial random langeggrhis method has also been used in an
earlier study of two languages (Ferrer-i-Cancho4200he above difference in methods has no
significant influence on the results of researdchges it merely reflects the different ways to
construct random languages in which the distrisubbdependency length is randomized. Of
course, it is perfectly acceptable and even engmgdor researchers to test previous findings
with somewhat different methods. Anyway, any sdfentinding must be subject to repeated
tests. However, as far as this PNAS paper is coecemwe are much curious and puzzled why
and how the authors could cite the work of Ferr€ancho and Liu (2014), which clearly
introduces and largely dwells on previous DLM stiised on 20 languages, but still claim
that their PNAS paper is thigrst large scale cross-language evidence for DLM, doad t
“previous comprehensive corpus-based studies of Bbiersevenanguages in total”.

What is more, dependency length is sensitive toynfiactors. Linguistic properties, say
DLM, may feature in one genre of language, but bexwague and weak in another. Therefore,
it is more desirable, especially in cross-langusimelies, to use a parallel corpus, or at least,
corpora with the same genres, annotated with sirayatactic annotation schemes or drawn
from native dependency treebanks (Jiang and LibR0a the present study, however, it is not
clear whether these conditions are satisfied bgipglfrom the materials and methods, and
hence there is some doubt in the validity of thguarent that DLM is universal in all these
languages.

As recently suggested, DLM bears closely on thetyrasf crossing dependencies
(Ferrer-i-Cancho 2013), and the authors also memrojectivity as one pervasive property of
word order that can explain (or be explained byMDMWhat puzzles is that the baseline word
order is set as projective. If projectivity is ofeature of human language that contributes to
DLM, it is desirable for a study of DLM to set base word order as non-projective so as to
reveal the influence of projectivity on human laagas in general. Projective baseline word
order in this article fails to reveal the role @bjectivity in DLM. In comparison, two baseline
word orders respectively set as non-projective@ogective may well throw much more light
on DLM in natural languages, which has been adoptgutevious works (Liu 2007, 2008).
Also directly related to DLM is the distribution afpendency distance or the proportion of
adjacent dependencies (AD) in natural languagesvidus studies have indicated that AD
accounts for at least nearly half of all dependem@n any language investigated so far(Liu
2008), that the frequency of dependency drops dieatly with the increase of length
(distance)(Liu 2007), and that a distribution ofpeiedency distance is not influenced by
variation in sentence length(Jiang and Liu 2015)eske findings explain why DLM is
persistently found in human languages and hena@ldlhave been mentioned in this article.

In the concluding part, the authors contend thatagparent relationship between head
finality and dependency length is a new and unebgglediscovery”. Nevertheless, it seems not
apparent enough that dependency length is diresitiyed to head-dependent order: no explicit
statistical comparison is made in the present papamnce, the conclusion seems rather hasty,
lacking solid supporting data. Theoretically, SV@ler is in favor of DLM, as has been
mathematically proven by Ferrer-i-Cancho (2015)t Bimguage is complex, constrained by
multiple factors whose interactions may lead tsigmificant distance difference between VO
and OV languages. In fact, existent corpus-basedarehes point to no definite relations
between head placement and dependency distanakaGind Temperley (2010) find that
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German, as an OV language, has longer dependesteycé than English, a VO language, but
Hiranuma (1999) finds no difference between Enghistl Japanese, which is an OV language,
while Liu (2008) finds that Chinese, which is a \Mdguage, has the longest mean dependency
distance in all the languages that have been ilgatetl. More importantly, another study (Liu
and Xu 2012) that has quantitatively investigatéddifferent languages clearly suggests no
correlation between dependency distance and headmpknt. These findings indicate that, for
complex systems like language, it is too casuar&w a relation between them based on one
single study.

Taken together, Futrell et al. intend to addressdépendency length minimization as a
universal quantitative property of human languagéswever they do overstate the sig-
nificance of their study: it is definitely not tHe st large scale evidence of DLM, but a re-
petition of some previous works, though with sligtdifferent methods. Further, they do not
include adequate non-cognitive factors in mind.afn this paper is impaired by a lack of
systematic review and references to related studezgioned above in particular and depend-
ency grammar in general (Hudson 2010), and dubisodck, it is legitimate to question the
originality of this study because it is largely sbsiated and disconnected from previous
findings.

Futrell et al. have potentially displayed an intiigg domain for large-scale cross-linguistic
research on dependency distance. However, the datgy itself is basically a repetitive
effort of previous studies, and the data preseatednot sufficient enough to support the
conclusions made in this paper. This work uses amguages than previous studies - probably
thanks to the fact that much more dependency trdesbare available today than in the past.
However, simply using more languages in the stsdynsufficient to amend the drawbacks
mentioned above.
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Response to Liu, Xu, and Liang (2015)
and Ferrer-i-Cancho and Gémez-Rodriguez (2015)
on Dependency Length Minimization

Richard Futrell, Kyle Mahowald, and Edward Gibson

Abstract. We address recent criticisms (Liu et al., 2015;ré&erCancho and Gomez-Rodriguez,

2015) of our work on empirical evidence of depemgdength minimization across languages (Futrell
et al., 2015). First, we acknowledge error in fajlito acknowledge Liu (2008)'s previous work on
corpora of 20 languages with similar aims. A ccdtiom will appear in PNAS. Nevertheless, we argue
that our work provides novel, strong evidence fepehdency length minimization as a universal
guantitative property of languages, beyond thisviptes work, because it provides baselines which
focus on word order preferences. Second, we atgateaur choices of baselines were appropriate
because they control for alternative theories.

Introduction

In recent work, we addressed the question of wihetlependency length---the distance
between syntactically related words in natural leage sentences---is shorter than one would
expect under random baselines (Futrell et al., ROThis idea has linguistic relevance
because if one hypothesizes a universal pressureirtimize dependency length, one can
explain a variety of universal properties of langes including many of the word-order
universals noted by Greenberg (1963). Evidencel@mguage users perfer word orders with
shorter dependency length than chance supportdhyipisthesis, known as the dependency
length minimization (DLM) hypothesis. The DLM hypetsis is theoretically attractive
because it is motivated by general human informapoocessing constraints: minimizing
dependency length minimizes the online memory lé@dhuman sentence parsing and
generation.

Two recent articles have raised important critigsof our work (Liu et al., 2015;
Ferrer-i-Cancho & Goémez-Rodriguez, 2015).

Random Trees and Random Word Orders

First, Liu et al. (2015) note correctly that welddi to cite a previous large-scale empirical

study with similar aims. In particular, Liu (2008pmpares average dependency length in
attested sentences of 20 languages to dependergii i@ random trees. Not acknowledging

this important prior work was an error on our patie reason for this omission is that, in all

honesty, we did not fully understand this paper igsdelationship to ours until conversations

with Liu and colleagues after publication. But these not good reasons: we acknowledge
that we should have made more of an effort to wstded and acknowledge prior similar

work. Consequentlywe apologize and we urge anyone pursuing reseailating to our

! Address correspondence to: {futrell, kylemahobegh}@mit.edu
Department of Brain and Cognitive Sciences MasssatisiInstitute of Technology.
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paper to also study Li(R008) This prior work will be acknowledgeith a correction to the
PNAS article.

Nevertheless, wbelieve the difference between the Liu (200&)seline and ours is
non-trivial, such that owvork represents new large-scale evidencettierDLM hypothesis.
Liu (2008) uses a randon tree” baseline, comparing dependenieyngth in attested
dependency trees tependenc length in random ordered trees witie same numbers of
nodes. For example, tleeependenc length of a sentence with a treect as in Figure 1 is
compared to the dependeniength induced by random ordered treesin Figure 2. The
baseline trees do not sham syntactic structure with the attested tréess, are compared to,
beyond their length. Ircontrast Gildea & Temperley (2010) anButrell et al. (2015) use
“random word order’baselines keeping the syntactic dependensfructure of attested
sentences constant amavestigating random word orders given thalyntactic structure,
subject to a number dihguistic constraints. For example, dependetenygtl for a sentence
such as in Figure 1 mompare to dependency length in a sentence wliffereni word order
but the same (unorderedependenc tree structure, as in Figure Attestec dependency
length is shorter than both trendom tree and random word orthaselines

3

1 1 1

Y N

John threw out the trash

Total dependency length = 6

Figure 1. A possiblesentenc with its dependency tree and sdependenc length

5
Ke 7‘\ A \\\
Total dependency length = 8
4
<L SR
AN N\
A B C D

Total dependency length = 11

P

Total dependency length = 7

v/ﬁ/ /
A

Figure 2. Some randortree: based on the sentence in Figu@ctordin(to the Liu (2008)
random tree baseline.
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John threw the trash out

Total dependency length = 7

Figure 3. A randompermutatiol of the sentence in Figure 1 accordin@tandom word
order baseline, specificaltihe head-fixed projective baseline in Futrelba&t(2015). This
particular baseline permutsste nodes while maintaining head direction.

Our finding that attestedependenc length is shorter than randomord order baselines
shows thatgivena syntacticstructure language users and languagammar tend to prefer
the word order thaminimizes dependency length. This finding suppdhe DLM hypothesis
and provides direct evidender a specific mechanism (word ordereference: by which
dependency lengtminimizatior is accomplished.

On the other handhe finding that attested dependency lengthshorter than the
randomtree baselinesupport the DLM hypothesis in a more genefatm and is consistent
with many possiblemechanisn that shorten dependency length¢luding non-syntactic
mechanisms. For exampld, is consistent with the idea th&nguage might disprefer
structures which inevitablgreate long dependencies, such as hagty trees. It is also
consistent with théaypothesi that language users prefer sentences stiticture that create
long dependencies, amdight structure discourse to avoid suséntence For example, the
sentence (1) “A man whwas wearing a hat arrived” has a lonlgpendenc between the
subject “man” and the verharrived” because the relative clause “wias wearing a hat”
intervenes between therbanguag users might prefer to instead s@) “A man arrived”,
avoiding the relative claudeetweel the subject and the verb, apdrhap mentioning the
information about the hah another sentence later in discourse,perhap dropping it
altogether. ThoughHanguag users are ultimately achieving tlsam¢ or similar com-
municative goals in sayingentenc (1) and sentence (2), they ateinc so by expressing
different propositionalconten in each sentence. The mechanismswhjch dependency
length minimization isaccomplishe in comparison to a random trbaselire are thus highly
general: in addition tavord order preferences, languages might h&ee structure pre-
ferences; and language usemghi strategically choose&hat content t@xpres, in addition to
what word order to use, ordel to avoid long dependencies.

In summary,comparin( to random tree baselines can show DaMa result of many
mechanisms, including thmnten that people choose to express antfierword orders they
use in sentences. So theding that attested dependency lengtlsh®rte than this baseline
supports an influence oDLM on discourse structure or syntacstructure or both.
Comparing to the randomord order baseline, on the other hand, shepacifically that the
word orders that peoplprefer given the content they choose &xpress are those that
minimize dependency lengtlhat is, it shows unambiguously that DL a pressure affects
syntactic structure and womtder in particular. Because our findings only compatible
with dependency-lengtiminimizing preferences in word order, weelieve they provide
novel, strong evidence fahe DLM hypothesis as it pertains to synt&ur claim is that, all
else being equal, languagser: prefer linearizations with shodependenc length. Only the
comparison to a randomord order baseline supports this claimambiguoush So we see
this work as a complemerdf Liu (2008) and related workstrengthenin the body of
evidence for the DLMypothesis rather than a repetition.
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The difference between random tree baselines amdom word order baselines can
also explain some discrepancies between our wodkpaavious findings. For example, we
find relatively long dependency lengths for headhfi languages such as Japanese and
Turkish, whereas Hiranuma (1999) finds that depeogeength in Japanese is highly
optimized. Hiranuma (1999)'s finding is specifigathat Japanese speakers drop verbal
arguments to achieve dependency length minimizatibnsting that the language
comprehender will be able to infer the missing argats from discourse context. Our finding
is that, given the set of words and the dependareythat Japanese speakers want to express,
they choose orders with longer dependency length,thay, English speakers.(This finding
remains unexplained.)

Projective Baselines

The second major issue raised in both Liu et &1% and Ferrer-i-Cancho & Gomez-
Rodriguez (2015) is our choice of baselines for garmson. We use projective linearizations,
meaning that when a dependency tree is drawn oleearized sentence, none of the arcs of
the tree cross. We also use linearizations incatpay other factors that might conceivably
influence word order: a pressure for fixed wordesrdind a pressure for consistency in head
direction. These three factors---projectivity, hekection consistency, and fixed word order-
--all have the effect of reducing dependency lengtid so it has been argued for the first two
that they need not be considered separate fadtatstather the result of DLM. Ferrer-i-
Cancho & Gémez-Rodriguez (2015) argue that ouotifigese baselines is redundant for this
reason.

We believe comparison to these baselines prostesger evidence for DLM than
comparison only to a fully nonprojective baselibecause it shows that the phenomenon of
short dependencies must be explaieedn ifindependent factors affecting word order are
assumed. Since DLM can explain the phenomena @itidbto these other factors, the most
parsimonious theory seems to be that DLM is thg &adtor influencing word order. But we
can only make this argument after showing thatsthertness of dependencies persists as a
phenomenon even after controlling for these otlypothetical factors. For example, suppose
we had found that attested dependency length neashorter than the projective random
baseline& One would be left with the question of why, if BLis the main factor influencing
language structure, German speakers pass up oppi@duto minimize dependency length.
Then one could argue that DLM is not a good explandor projectivity, since word orders
are not minimized for dependency length beyond whateeded to establish projectivity,
which itself might have independent motivationscfsas enabling polynomial-time parsing).
Since we found that dependency lenigtlshorter than this baseline in many languages, this
line of argumentation is no longer available.

For the sake of completeness, we provide a cosganf attested dependency lengths
with dependency lengths in random nonprojectivediizations in Figure 4. For this baseline,
the dependency tree is linearized by shuffling scaterandom. The baselines from Futrell et
al. (2015) are also shown. The figure shows thpeddency length is much shorter than the
nonprojective baseline, and that the projectivesliss are much more conservative than the
nonprojective baseline. We felt that including timaprojective baselines in the original paper
would be redundant, since Ferrer-i-Cancho (2006well that projective trees on average

2 Which would not have been surprising given presiowrk: Gildea & Temperley (2010) found
much weaker minimization in German than in English.

42



Response

have shorter dependendgngtl than nonprojective trees, ar¢uhimanr (2013) (among
others) showed that natutahguag dependency trees avgerwhelmingl projective.
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Figure 4. Dependency lengthas a function of sentence length, for eahtence (black), the
free nonprojective baselifead) and several baselines from the paperdatia except for the
free nonprojective baselirveere present in the original paper.

We also want to stress thagntre Ferrer-i-Cancho & Gomez-Rodrigu€2015), controlling
for these possiblalternative factors affecting word order does nimhply that we are
accepting traditional nativisbr Universal Grammar-based hypothesgElses: factors have
possible functionakxplanations just as DLM does. Fixed word ordear be motivated by
efficient communication ofelatior types; consistent head direciaar be motivated by
compression of grammarsnc projectivity can be motivated by theme complexity of
parsing, where parsing fwojective trees is cubic-time but parsing to fullpnprojective trees
is NP-hard. In general, wvamec to include the most conservative raaasiole baselines.
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Other Issues

Liu et al. (2015) also raise a number of more dmedriticisms. They claim that the
uniformity of genres of the text in our corpora ltbbhe a confounding factor. The criticism is
valid: It is true that our corpora were primaribu¢ not entirely) written text from newspapers
and novels. Nevertheless, we would find it surpgsif DLM universally influenced novels
and newspapers but not language use in generalvéd@®me any work which controls for
this possible issue.

Finally, Liu et al. (2015) also note that in ourgmal paper we state that head-final
languages appear to have longer dependencies tlmae head-initial or head-medial
languages, but we do not provide statistical tefthis claim. We intended this remark not as
a main claim of the paper, but as a conjecturended to draw attention to the wide variation
between languages in their dependency length, asslille typological implications of that
variation. Working out the correct statistical nadblogy and gathering the right data to
make this a strong empirical claim would requirether whole paper. The question of
variation in dependency length has also been arnfiagus of Liu's research. We feel that
explaining this variation is the most interestingedtion for future dependency length
research, and we hope to join our present critidature investigations of this phenomenon.

References

Ferrer-i-Cancho, R. (2006). Why do syntactic links not crods@rophysics Letters 76(6),
1228.

Ferrer-i-Cancho, R., & Gomez-Rodriguez, C.(2015). Liberating language research from
dogmas of the 20th centurXiv, 1509.03295.

Futrell, R., Mahowald, K., & Gibson, E. (2015). Large-scale evidence of dependency length
minimization in 37 language®roceedings of the National Academy of Sciences,
11233),10336-10341.

Gildea, D., & Temperley, D.(2010). Do grammars minimize dependency len@b@nitive
Science 34(2), 286-310.

Greenberg, J.(1963). Some universals of grammar with particuéderence to the order of
meaningful elements. In: J. Greenberg (edriversals of Languager3—-113. Cam-
bridge, MA: MIT Press.

Hiranuma, S. (1999). Syntactic difficulty in English and JapseeA textual studyUCL
Work ing Papers in Linguistics 1209-322.

Kuhlmann, M. (2013). Mildly non-projective dependency grammatomputational
Linguistics 39(2), 355-387.

Liu, H. (2008). Dependency distance as a metric of laggusomprehension difficulty.
Journal of Cognitive Scien®&(2), 159-191.

Liu, H., Xu, C., & Liang, J. (2015). Dependency length minimization: Puzzles$ Rromises.
arXiv, 1509.04393.

44



Glottometrics 33, 2016, 45-55

How Statistics Entered Linguistics:
Pierre Guiraud at Work.
The Scientific Career of an Outsider

Gabriel Bergounioux

University of Orléans

1. Introduction

Looking back, Pierre Guiraud (1912-1983) stands aartspicuously from the rest of the

French academic world. His career, his work andchi@sen topics pioneered a novel con-
ception of how computation could be applied toUistjcs. This approach was not understood
in his time by French academics, perhaps due tdatiethat he was the only humanities
scholar to venture into a field that had been lgrgge-empted by mathematicians (see
Hérault & Moreau 1967), even though, motivated laural language processing, math-
ematicians focused on parsing rather than on statias did Maurice Gross for example in
the same issue (Gross 1967). Of course, one hiakeointo account both the internal hier-
archy in mathematics, where statistics were raré&edon the scale amid Bourbaki’s logicist

conceptions, and the desire to differentiate coempstience in its early stages from elec-
tronics. As a matter of fact, despite Guiraud'si@ap production (eighteen books) in the
famous paperback encyclopaedia collection “Que-js&is he never wrote one on the topic
he knew so well, quantitative linguistics.

1. A short biography

Pierre Guiraud was born in Sfax (Tunisia) on Sepem28" 1912 and died on Februar{’2
1983. His mother quickly divorced and when she die®aris, a few years later, the young
orphan was raised by two aunts in Genolhac, a swilddige located in Gard (south of
France). He moved to secondary school in Ales aasl awarded his undergraduate degree
(licence de lettresin Montpellier in 1934. He held a position aseadher in Aubusson
(Creuse) and Chatellerault (Vienne). Lacking theurgite qualificationsdgrégatior) to be a
secondary school teacher in France, he acceptedsiéiop abroad as French language
assistant in Chisinau (Romania) in 1939. Meanwhile joined the British Intelligence
Service where he was promoted, at the end of tmetavéhe rank of colonel and received the
D.S.0. for his action. When Chisinau and all theitary east of the River Prut (eastern
Moldova) were occupied by the Soviet Union in Ja840, in accordance with the German-
Soviet Pact signed in August 1939, Guiraud wastrigped to Bucharest (Romania) where
the Vichy government had set up a secondary schibel.lycée francgais” was closed in June
1941 when Romania entered the war on the side eofAthis powers. From 1943 to April
1944, Guiraud was employed as a French languagbdea Hungary where he acted as a
spy for the United Kingdom. Back in Bucharest, leswnmediately arrested by Antonescu’s
police. In August 1944, Marshal Antonescu was te@mnd, as the country joined the Allies,
Guiraud was released and returned to France.

45



Gabriel Bergounioux

Since his initial academic studies did not alloinho obtain a position in higher
education in France, he took up a position astatercat the University of Swansea at the end
of the 40s where he prepared his doctoral thesidigher Doctorate, or “doctorat d’état”,
involving much more extensive research than a ourRhD) to apply for a position as
professor. He became a professor at GroningenNgétieerlands) and, following a reform of
the legal framework in France, at Nice (1964) afsb daught as a visiting professor at
Bloomington in the same years. He spent the rereaird his academic career at the
University of Vancouver until his retirement (Augu®78) in France.

As neither a former student of the Ecole Normaigé&ieure, nor an “agrégé”,
Guiraud was considered an outsider as were, iretdags, A. J. Greimas or Roland Barthes
(on this topic, see the interview with Greimas ine@alier & Encrevé 2006), and he failed
when he applied for a chair at the Sorbonne, despit attempt to portray himself as a
follower of Charles Bruneau by dedicating his tedsi him. At that time, Bruneau held the
only French Language chair, established for Ferdindrunot (Bruneau's former teacher) at
the beginning of the 2D century. But Bruneau had not kept pace with nesnds in
linguistics and Guiraud’s remoteness was not onside, despite the encouragement of
Robert-Léon Wagner (1905-1982), an acknowledgedhgrarian of the Sorbonne and the
Ecole Pratique des Hautes Etudes.

2. Linguistics in France: a policy of containment towads statistics

For a long time, the French syllabus in the unites was dominated by literary studies but
nonetheless made a B.A. dependent on acquiringiatiged knowledge. Undergraduate
studies were divided in four parts: the least intgoatrone (aka "the 4th certificate™) because it
was a technical one and not an aesthetic one,hgdsértificate of grammar and philology (=
Old French)", of which a small part was devotedstglistics. This organization had been
decided during the 1870s, the starting point cheademic structure designed on the German
model, a process completed in 1896 and retained iintvas updated in the 1960s
(Bergounioux 1998).

At first glance, it seems that Guiraud missedalms three times in his career:

(i) When he tried to renew the stylistics studies efthme by means of statistics, during
the 50s and 60s, an approach that was deemed pietueebefore the major
reforms of higher education;

(i) When he proposed a new deal in linguistics whejlessts and semantics would play
a leading role. Despite the special orientationgigiby Benveniste and Martinet
in general linguistics, by Ducrot in semantics and Jakobson, Mounin, and
Ruwet in poetics, he remained outside the scopleeofiew trends, however,

(i)  Lastly, when he studied etymology in connectiorhvéémiology. As he was more
interested by Lazare Sainéan’s, Lucien Tesniem'ssven Gustave Guillaume’s
working hypotheses, he remained isolated, far frdm functionalist and
generativist schools then prevailing.

Nevertheless, when defending his doctoral thesisra@d had the opportunity to adopt a
stance on stylistic questions, in particular onirgernationally renowned poet, Paul Valéry
(1871-1945). But his method was original. Althoulge had signed a contract with the
Editions du Seuil to write an academic literarydstientitled Valéry par lui-mémein his
thesis Langage et versification d’apres I'ceuvre de Pauléka (1953) [Language and
versification based on Paul Valéry’s work] he dmt deal with any biographical topics but
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devoted himself entirely to formal questions oédéry work, in particular metrics and sound
symbolism.

The positioning of this research differed from #@ggproach of mathematicians who
favouredlogical formalisms in which poetic and lexical dies were discarded in favour of
syntax and phonology. Nor did Guiraud's recoursia¢oenumeration of tokens tally with the
survey conducted during this period for the defamtof "Francais Fondamental” [Basic
French] (Gougenheirat al. 1956/1964). Although both these initiatives appddo converge,
almost to the year, in introducing word counts ilaioguage sciences, the differences between
them are very great. First, Basic French concenmdliterary language. Based on an oral
survey, it focused exclusively on spoken, evenocplial French. Second, as its objective was
the teaching of French, especially French as adordanguage, this led to the preparation of
dictionaries and textbooks published by an educatiqublisher (Didier). Guiraud, in
contrast, undertook a very ambitious analysis ofaathor who is notoriously difficult to
understand. His study was published in the highlyked collection "Linguistique" of the
Société de Linguistique de Paris. A significantt,faointed out by the lexicographer Alain
Rey, was that:

From his beginnings, by his very conception of aymand stylistics, and his constant
interest in quantifiable formal features — Guiramds one of the main introducers of
language statistics in France — he sought to rélecacd articulate the essential forces
that are at work in language and more broadly migsis (Rey 1985: 48).

In the introduction to his doctoral thesis, Guirgustified his approach as follows:

I must now say a word about the method. | had atwhagught it would be interesting to

count all the components of a text until all thesgble combinations had been
exhausted (...). As | progressed in this directicapidly acquired the certainty of being

on the right track. It seemed to me more and muaedvery style corresponds not to a
purely quantitative definition but rather to a stard deviation from a norm (...). In

summary, three guides should help the reader tgai@vthrough this essay: (...).

3° a statistical analysis of these problems; amddhim that literary expression and
style are "standard deviations" which justify onaltical method. (Guiraud 1953: 15-

17)

3. The use of statistics: seeking scientific certaintyn the humanities

While the end of the introduction to the thesis wddressed to all the lovers of pure literature
who would not appreciate the book, Guiraud firgilaxed how he was led to use statistics:

The analysis of my predecessors' innumerable stubmvever, suggested some doubt
about the value of my original project, as mosttlise studies seemed to me very
fragile. The analysis of a standard deviation popsses the establishment of a standard
and a measurement system. Soon | felt lost in timeptexity and mystery of numbers
and turned for a time to mathematics. This resesgstlted in two studies currently in
press: one is a bibliography of statistical lingjass that contains an analysis of nearly
two thousand books and papers on the topic and@ighion of the applications of
statistics to problems of language; the other isatiampt to analyze the statistical
characteristics of vocabulary. | tried to addréss issue with as much mathematical
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rigor as | could. | provide — from a theoreticakewpoint in the first study, and a
pragmatic one in the second — the qualitative vale limits and the conditions of
application of statistics in the analysis of lange&Guiraud 1953: 16).

It is no small paradox that counting was requirgdhe analysis of poetry, not in terms of the
number of syllables as usual but in terms of wardef phonemes. In the summary of the
book statistics are mentioned, apart from the thiotory and the concluding parts, in the
following chapters:

Ch. Il “Rhythm”
Statistical study of the frequency of mwevhich proves that this rate is abnormally
high for some poets (...) Valéry has the highesgdency of mute among all our poets
(58 sq.)
Ch. IV “Rhyme”
Statistical analysis of rhyming dictionary (108-109
Identical rhymes. Statistical review (115-117)
Frequency of isometric rhyming words (124)
Ch. VIl Extension of meaning
Valéry’s high frequency of derived words (179-180)
While the importance accorded to statistics maynsskght, there are numerous other ac-
counts in percentages and a roster of statishtdés enumerates 17 frequency distributions.

Although the main innovation of Guiraud's doctorates the use of statistics, among the two
hundred items listed in the bibliography there @mky two explicit references, both of them to
Zipf's work. One is under the heading “Phonetic gitnological system of the French
language” where the bodkhe Psycho-Biology of Languaggipf: 1935) is incorrectly cited
as ‘Psychology of Languafethe other under the heading “Vocabulary and aynparts of
speech” in which “Human behavior and the principiiéeast effort” (1949) is mentioned.

4. An example of literary study in the light of statigics:
Apollinaire (1953)

In 1953, Guiraud published (in French) lmslex of the Vocabulary of Symbolisme 1. Index of
the Words of Alcohols by Guillaume Apollinaita his foreword, Wagner draws attention to
the difficulties which had arisen with phoneticslasemantics and he emphasizes the results
obtained by linguistic statistics applied to liter@, and which complement the survey
conducted by Gougenheigt al. on spoken French. Quoting Eluard, Wagner hightighe
specificity of stylistic devices in modern poetayen if he regrets the lack of a table of
rhymes.

As Wagner points out, the original idea behind ghisgram was shared by a few linguists:

Fortuitously and independently, without knowing leaxther, Mr Pierre Guiraud and |
were following the same path. A chance encountérule to work together; first, to
correct our mutual prejudices. Statistics can liguiting and it took me some time to
convince Mr P. Guiraud that his tables and hisuatons could find, so to speak, a
literary application. After discussing matters anemjual footing, | can say — | believe in
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both our names —, that as long as there are mdexas, they will from now on more
conveniently meet the needs of readers for whom hlage been written. (p. 111-1V)

The book is a short, 29-page monograph, with hgldge to explain how the lemmatisation
had been done, one page for theme-words and one fmokey-words, and one and a half
pages for POS distribution. The remainder of thekkie an alphabetical list of words with an
asterisk preceding words which are not on Van deke® list (1929). Unsurprisingly, these
words are proper names, poetic words (Apollinaiae A special liking for them, some of
which are unknown even to French readers, sudiubs or sistrg, non lemmatised words
and compound expressions. Nevertheless, one carthaitVan der Beke had omitteideaux
(scissors)médicamen(drug),voisin (neighbour) and..vocabulaire(vocabulary).

5. Guiraud as a reference in statistical linguistis: counting and techniques

So, forsaking literary studies as they had beerttiged previously, Guiraud adopted a
guantitative approach. During this period, he mh#d a series of indexes to prepare the
ground for an inventory of the vocabulary of therBplist poets (1953-1954 and 1960a) and,
with the assistance of Robert W. Hartle, of JeaniriRés tragedies (the general title of the
series was “Great seventeenth-century French distsiatbut in fact only Racine was
analyzed), with the support of R.-L. Wagner. Theadabtained by such painstaking and
tedious compilations did not result in a lot of pegp A compilation of nine of them (Guiraud
1969) out of a total of thirty gives a single refiece in the table of contents to “statistics”, in
the chapter: “Language and style: form”.

One year later, in an anthology co-authored witKuntz, statistics was again men-
tioned only in passing. Guiraud just quoted a texDolezel when presenting the statistical
theory of poetic language (1970: 62-4) before midng his own work (1954a) on the
opposition betweethemewords (the words most frequently used by an author)lkaayavords
(the words whose frequency deviates from the norarae in an author) (1970: 222-4).

At the same time, he conducted a comprehensiveugrim-date database of bib-
liographical references (1954b) as a result ofdbeision taken at the sixth Congrés Inter-
national des Linguistes [International Congreskinfuists] in Paris, to establish a committee
for linguistic statistics to investigate what haseb published. For this second title in the
series, Guiraud supervised a team comprising Jodth&mough, Thomas D. Houchin, Jean
Puhvel, and Calvert W. Watkins, all from the Depwnt of Comparative Linguistics at
Harvard University. While it is strange that onetlod most inventive and creative linguists of
his generation spent ten years as a researcheiloagbibliography and counting tokens in
literary texts (even if some of these tasks wemeday his wife), we can consider that it is the
price he had to pay to compensate for his laclcaflamic qualifications.

Meanwhile, Guiraud wrote a short methodologicalagsof 116 pages, entitled "The
statistical characteristics of vocabulary”, dedddato R.-L. Wagner and published in 1954.
Two thirds of the book are devoted to "The distiitu of words", the last third to "The
lexicon of poetry". The last part applies the tlical principles outlined in the early
chapters and it is exemplified by the Symbolisttpoeocabulary. Quoting Henmon (1924) at
the very beginning, Guiraud followed in the foopst@f pioneering studies and complied with
the guidelines of the "Francais Fondamental" pnograith which he was never associated:
in the bibliography of Gougenheiet al. (1964), for example, Guiraud is referred to only
once, versus ten references to René Michéa oredelapics.

Now let's look at the first paragraph of the fooesh entitled "Language and
numbers":
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Any language event can be defined by its frequemcydiscourse; between this
frequency and all its psycho-physical charactesstconstant and strict relationships
are established. Linguistics, which studies thenelgts of sounds and their mutations,
the structures of grammatical forms, the meaninigsvards and the mechanism of
changes which transform them, generally ignoresajribeir most important and most
significant features: frequency. (Guiraud 1954a: 1)

If we have a closer look at this excerpt, we cam that there are two differences with the
philological tradition and also with Saussure'sotifeembraced by Wagner and also by
Guiraud. Instead of thngue/parole(language/speech) distinction, Guiraud employex th
word discours(discourse) which was not commonly used in Frdimgjuistics at the time (it
was to become widespread in the 1960s). Admitteddy, was influenced by English
terminology. Moreover, he did not confine himselflists of words but he included in his
work the three main linguistic domains (phonologgrpho-syntax and semantics) and the
two approaches, synchronic and diachronic. The afsstatistics was therefore both an
improvement in the definition of the scientific ebj of study discoursinstead ofparole) and

an advancement of the method.

The book was primarily intended for linguists eviént established a link between
lexicography and stylistics. Thus after a presémtadf Zipf — reiterated in a short paper to
the BSL (Guiraud 1955b) — he devoted a few pages to Y1L®d4) in order to preserve the
relationship to literary studies, but apparentlis thttempt at conciliation convinced neither
linguists nor professors of literature. A conclumsto this research resulted in (Guiraud 1960b)
where he tried to gbeyond the aims of a method, by taking into accdbatdifficulties
entailed by using statistics.

Problems and Methods of Statistics in Linguis{ic@60)

Except for three subsequent papers, this book was@l's last contribution to the topic. A
brief foreword outlines the plan, divided in twor{sa five chapters deal with “method”, and
seven chapters with “problems”, most of which aerinted or revised articles. Chapter one
lists ten areas to which linguistic statistics tanapplied: (i) methodology; (ii) phonetics (=
phonology); (iii) metrics and versification; (ivindexes and concordances; (v) lexical
distribution and frequencies; (vi) semantics; (uvmorphology; (viii) syntax; (ix) child
language; and (x) philology. This broad coveragdesat clear that the implementation of
statistics can reorganize linguistics at large.

A wide variety of areas are itemized and the kethars are mentioned. In meth-
odology, following Herdan (1956) and Miller (1951Guiraud enumerates the following
authors:

While our field may claim the patronage of the ggeanames in linguistics, Whitney,
Reinach, Riemann, Gaston Paris, Saussure, Troudeizkvas not before the 40s that it
became aware, thanks to Zipf, Yule, and Ross, @fptbssibilities of an analysis based
on a rigorous methodology. Until then we had quatitie linguistics but which could
not be called statistical linguistics (Guiraud 1866).

In chapter 2, “Postulates and limits of the methdduiraud characterizes linguistics as an
observational science grounded on statistics,dda@ology or economics:

Linguistics is the typical statistical science; lghstatisticians are well aware of that,
most linguists are still unaware of that fact. Thisbecause the separation between
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literary and scientific disciplines limits the nuerbof researchers who can address
aesthetic issues using fairly complex mathematigs (bid.: 15)

He further assumes that there is a cognitive suditsire underpinning this phenomenon:

[These facts] allow us to imagine language as a stithe mental images that exist
objectively in the speaker's brain in the form adrks or engrams in memory. What is
more, it can be plausibly argued that each sigim@sent together with its frequency. In
this way, there are as many engrams as the nunilténes that the word has been
received and the frequency of the sign, far fronmdp@n accident of speech, is an ob-
jective attribute of the language that is just @mportant as its form or its meaning.
Under this assumption — which is confirmed morersgty every day — any speech or
text can be considered to be a sample of a lingussate that reflects its numerical
structure as well as the possibilities of its setegrerformances.iifid.: 17-18)

In the original text, there are two occurrencesimjramme” instead of “engramme”, a word
coined by the German psychologist Richard SemalBiy, and translated into English and
French (Larousse dictionary, 1932). This probabBans that this odd spelling is patterned
after the American one, perhaps after Miller’'s beokhen, Guiraud says, five difficulties are
encountered: (i) the qualitative dimension of laaggs (i) the distortions of measurements
performed on speech, not on language; (iii) therogeneity of data; (iv) the complexity of
language, and (v) the size of the problem, whiclini®bstacle to data processing. On the last
point, Guiraud predicts an increasing use of eb@otr machines and he mentions, as an
example, what was being carried out at MIT.

Chapter three is a re-issue of (Guiraud & Wagré&9) with an unexpected psychol-
ogical incursion into characterology (probably imeg by McCormick (1920) more than by
Le Senne (1945)):

The real problem is the characterology of the |laggu That is to say, we must begin by
defining a method similar to the method of anthtogy or of graphology, a kind of
linguistic bertillonnage [from the Bertillon systgnit is questionable whether this is
possible. Ipid.: 27)

Three core issues are discussed: the genealogilzgionship of languages (without con-
sidering linguistic typology), linguistic chronolp@gnd, with respect to literature, authorship
attribution. Even though the aim assigned to giesisis to take linguistic tasks beyond
description and classification to a science of eapthe paper concludes with a definition of
the general principles of quantitative stylistics.

Chapter four, “Statistical analysis (how to dese)i, is a presentation for dummies
(i.e. linguists) of statistical method, especialhe use of tables. Chapter five, “Statistical
analysis (how to interpret results)”, is a contithura of the previous chapter, distinguishing
between quantitative linguistics and statisticéinguistics, in contrast to Grammont’s claims
(1923). Chapter six, “Language and informationaise-issue of an article first published in
the Journal de Psychologig1958). The seventh chapter, “Estoup-Zipf Equati&md
information substrate in verbalisation” links ssétts and information and quotes the
stenographer Jean-Baptiste Estoup’s proposal (18%23 precursor to Zipf, and Mandelbrot
(1961) on the statistical interpretation of data.

Chapter eight, “Estoup Zipf Equation and statadticharacteristics of vocabulary”
begins with two considerations regarding word statword definition is not relevant in
practice”) and mental projection (“the vocabulafyaotext reflects the mental lexicon from
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which it has been drawn”). On the second point &udrexpresses a difference of opinion
with Mandelbrot:

Mr Mandelbrot thinks that distribution is a chaexdtic of the vocabulary of the text
and has a constant slope for this text. | think tha distribution is a characteristic of
the lexicon of the text, that is to say a charastierof all the words from the memory
storage of which the words of the text are deriHaid.: 87)

Sampling requires particular attention to the numbfewords, especially for pedagogical
purposes (there are recurrent references to Goegermh al 1956), since there is an inverse
relationship between the frequency of a word aredghantity of information that may be
deduced from it.

Chapter nine, “Distinctiveness structure and stigal distributions of phonological
systems”, correlates the distinctive features whth frequency of phonemes, in an attempt to
compare the viewpoints of Zipf and Martinet or Hacalurt. The linguistic changes that have
taken place from Latin to modern French are sczéth a reflection pursued in chapter ten,
on the effects of loanwords: “Loanwords and phoglal balance”, written as a tribute to
Walther von Wartburg and first published in thatschrift fir Romanische Philolog{@958).
Foreign words, by introducing distortions in theopbtactic and statistical distributions, allow
the assignment of semantic values to a certain rumibsound concatenations, for example,
says Guiraud, “KA- has a negative connotation imynaords; B- contributes to creating
many onomatopoeic wordslbfd.: 123). This suggestion will guide his further aingps into
phonosemantism.

Chapters eleven and twelve conclude this bookjirdeavith “The evolution of
Rimbaud’s style and the chronologyldéiminations' and “The phonetic structure of verse”,
I.e. stylistics and metrics. There is neither aahasion, nor a bibliography.

This book is in some respects the acme of Guisauairk on statistical linguistics.
Compared with the ten subdivisions of the initialmeration (see above), we can note that
methodology takes the lion’s share (chapters I)toQxerall, phonetics is covered in chapters
IX to X, metrics and versification in chapters Xl XII (placed at the end of the book, in spite
of the fact that they were at the beginning of likg, indexes and lexical distribution in
chapter VIII, semantics in chapters VI to VII, badly grounded on information theory. There
is no part devoted specifically to the other togit®rphosyntax, child language, philology)
and no special discussion of language trainingidaafics which pioneered the work in this
field.

In assessing the points at issue, besides anmpatedness with respect to new trends
in psychology (characterology) and mathematics,r&ui returned to his initial subject of
interest: literature; but he pointed in the direstof two new topics, word characterization
and semantics.

6. How to quantify what is uncountable?
From disambiguation to metaphor

A recurring problem in the field of linguistic sigtics could be worded as follows: how can
one count lexical units or tokens which are idaitim appearance (the same character
strings) but that fall into different categories@r [example, rather than lemmatisation, which
requires additional processing, Guiraud dealt with question of Frenclocutions (fixed
expressions or chunks) in his book on the them8d@dp In a phrase, each word, defined as a
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cluster of letters between two blanks, should retbunted separately but as a whole, as a
macro-unit. So the same token can be classifienvan different ways. The same problem
occurs with homonyms, especially homographs, wilst be distributed under different
headwords.

This question was first approached by Guiraudughothe example of slang (1956a)
and the concept of “morpho-semantic field”, coupleith etymology BSL, 1956b), a path
undertaken much earlier Maléry (1953) about sound symbolism (131-150). This tramnef
an infra-lexical semantic level is developed, fdwe tfirst time, in a systematic and
comprehensive way, in “The morpho-semantic fieldhaf root T.K.” BSL, 1963c) and later
in Le Francais Moderng1966). In 1967, in his masterpie&tructures étymologiques du
lexique francais Guiraud synthesizes the findings and deals wsdues relevant to the
etymological structure of the French lexicon. THeserved regularities induced a fowh
statistical determinism and thereby, the idea thatas possible to predict meaning on the
basis of a purely phonetic assessment. Some basibigations of phonemes (consonants
mainly) in specific fields based the principlesetymology on particular sound sequences, by
means of a consonant frame. Unlike conceptual rhetaphe sounds organize the content.
So, he shares the views of other authors, rangiog fLe Senne’s and Berger’s charact-
erology to Lacan’s conceptions, on psychoanalgsces.

Over the years, Guiraud's thinking on the rolestatistics in linguistics had evolved.
By the late 1960s, he no longer envisioned thastital approach as a merely quantitative
computation but as an intuitive recognition of kin& between the distribution of the letters in
a text, or in a list of words, and its global sigration. To a certain extent, it was still a matte
of quantitative linguistics but it was no longematter of statistical linguistics. And even in
stylistics, when Guiraud attempted to follow in thaotsteps of his predecessors and
continued to build on the heritage left by Bruneatter having distanced himself from
Marouzeau or Cressot because he was a lot morested in Bally's and Spitzer's work, the
time had now come for analysts such as Barthestd<a, Todorov or Genette to prevail.

Conclusion

Despite his position as leader in the field ofistafal linguistics, and his pioneering work,
Guiraud never received the recognition he desenMatking far from Paris, even outside
France until 1964, without the academic qualifcas expected of a professor at the
Sorbonne, he was trapped by his inability to redpmnchanging circumstances. Linguistics
and literature, that he had always attempted tonate, had become two distinct and quite
antagonistic domains in the universities and hembrprofessional network seemed to be out-
dated at a time when new linguistic schools sprapgHis sole contribution to Martinet’s
guidebook “Language” in the famous “Encyclopédielald’léiade” is truly symbolic: “The
secondary functions of language”.

There was no room for him in French linguisticghis period. Neither before the 50s
for academic reasons, nor during the 50s and 6@sn\he confrontation between Benveniste
and Martinet had split the field into two factiomgr since the 60s when the generativists
(Ruwett), the harrissians (Dubois), the “énonciates” (Culioli) and the semanticians
(Ducrot) discussed guidelines for phonology, synsaxd semantics, not for lexicology or
statistics. Even poetics was, at the time, comdoby Jakobson, Ruwet, and Mounin and
prosody by Meschonnic or Roubaud. Although Guiradeticated his 1967 book to
“Hjelmslev, Guillaume, Jakobson, Benveniste, andtMat”, he remained alone, without any
successors. Through this position of outsider, hvawehis professional career sheds light on
the conditions in which French quantitative lingizis emerged.
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1. Introduction

While the dream of artificial intelligence (Al), af machine capable of dialoguing in a natural
language, of understanding texts and so of gengréiiem, or even of translating them, has
run up against a wall, inductive approaches foreth@oration of texts have been developed,
with lower theoretical ambitions but greater effigaThe purpose of such approaches is to
identify phenomena and regularities in a corpuexils and to infer laws from them.

A discourse, or text, being the raw material omewous human and social sciences,
this current has not been restricted to a partiadiecipline, such as linguistics. These meth-
ods have been, and still are, widely used in maifgrdnt disciplines.

From the 1960s to the 1990s, long before “textimghbecame fashionable, France
witnessed an exceptionally active period in thilfed automated text analysis, exploiting the
new affordances provided by IT: digital corporatistical algorithms and computing power.

A research field in this territory has grown upthaits laboratories, academic journals,
reference books, symposiums, internal controversied currents... It brings together re-
searchers coming from different disciplines (litara, linguistics, politics, sociology...). Its
multidisciplinary aspect, and the diversity of thkjects of research that its methods have
been used on, comes from the very ubiquity of hufaaguage as a tool. Beyond their dif-
ferent goals and disciplines, the actors of tlekifare motivated by the common need to mine
the text that is the material of their research.

The diffusion of these methods within the soc@sces has been associated with the
commitment of researchers who have devoted a [aageof their activities to developing and
diffusing the tools and software that put thesehoes into practice. The French school of
Data Analysis was a major actor in this developmend at its core were Jean-Paul Benzécri
and his colleagues; the influence of these founidessll vivid in the practice of text mining,
because the algorithms and software carry thelogpdphy, as we will show below.

In this article, we have attempted to trace ttstadny of the statistical analysis of tex-
tual data, focusing on the influence of Benzéasitgk and school, and to make explicit their
theoretical positions, clearly opposed to Al an€temskyan linguistics. After a presentation
of the intellectual project, as an inductive apptoto language based on the exploration of
corpora, we present the principles of corresponeleartalysis, which is the main method
developed in the Data Analysis School, used fopusm@nalysis but also for many other types
of datasets. Then, we will focus on textual datalysis, a set of methods to analyse a corpus
of texts (answers to open-ended questions, setewfspapers articles, corpus of literary
works...). Based on the fact that software programhae® played a major role in the use of
these statistical techniques, we shall examinelextsan of these, display their specificities
and their underlying theoretical bases.
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In the process, we had to face the question of tmwame this field, which has
evolved considerably. For purposes of clarity, Wellsuse as the generic term ‘textual data
analysis’, as used during the emblematic colloquairthis community, the JADTJpurnées
Internationales d’Analyse des Données Textuell€extual Data Statistical Analy3jseven if
the most currently used term today is text minifgis JADT conference was founded in
1990 (in Barcelona), with a scientific committeeatieby Ludovic Lebart. Since then, this
international conference takes place every seceadin a different European country.

1 The origins of textual data analysis

From the middle of the 1960’s, Jean-Paul Benzéasicolleagues and students introduced
and developed a series of methods, which is comyaedignated as “Analyse des Données”
(Data Analysis) and that we can consider as theupser of data mining and “big data”. The
methods could be applied to all kinds of data,uaktiata being a particular kind. .

Jean-Paul Benzécri, born in 1932, alumnus of t@eENormale Supérieure, obtained
his Ph.D. in mathematics (topology) in 1955 at &ton University under the direction of
mathematician Henri Cartan. He started his caretireaUniversity of Rennes as an assistant
professor in 1960. In 1965, he was promoted a®fegsor at ISUP, the Statistical Institute of
the University of Paris, where he spent the redtisfcareer (Armatte, 2008). He is a math-
ematician, mainly interested in linguistics. Whes Was in Rennes, he introduced a math-
ematical linguistics course that revealed his tigrlinguistics and the beginning of data
analysis.

Benzécri is unanimously considered the fatheheffrench School of Data Analysis.

In a nutshell, the principle of correspondence ysial consists in setting the data in
rectangular “tables”, in the form of matrices, imler to be able to apply data analysis meth-
ods to these tables. The tables were initially iogieincy tables (or cross tables that represent
the frequency distribution of two qualitative vdnlies). Correspondence analysis, initially ad-
apted to contingency or cross tables, was extetalemther kinds of tables, as disjunctive
tables (Multiple Correspondence Analysis) and camused on all kinds of tables with posit-
ive numbers. The idea is to identify the patterrihaf relation between two sets of elements
put into the table. In the case of a text corps,tables contain texts in their rows and words
in their columns; at the intersection of a row amdaolumn, there is an indicator of the
presence or frequency of the word in the text.

Data analysis algorithms allow the information teamed in the matrices to be syn-
thesised. Factor analysis attempts to reorganesentitrices so that the first dimensions con-
tain the maximum amount of information; classifioatmethods allow for the identification
of homogenous subgroups of texts and words. Thedaf Data Analysis often combines
factor analysis and classification.

1.1 The origin of data analysis

In A History and prehistory of data analysigitten in 1975 and published in 1982, Benzécri
traces the origins of data analysis, explains spwadence analysis and put it in relation to
current related works (Benzécri, 1982). As he d@rplén his introduction, after a chapter on
“chance science” (“science du hasard”), he disisiges three steps for the improvement of
multidimensional statistics (or multivariate dateabysis): biometry from Quetelet to Pearson,
the works of Sir Ronald Fisher and psychometriesnif Spearman to Guttman). By these
means, he draws a personal history of the origit®wespondence analysis (Armatte, 2008)
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to which he dedicates the last part of the bookh@&igh he underlines the originality and
homogeneity introduced by his method, he also ptegselated works.

The origins of data analysis go back to the bagmmf the century. Psychologists
were the pioneers in the exploration of multidimenal data and factorial analysis, as
analysed by Olivier Martin (Martin, 1997). Spearmdre British psychologist, by analysing
the links between students’ academic results artt thental aptitudes (Spearman, 1904),
believed that he had shown the existence of a geaetitude or intelligencéactor, which
was later given the letter G. Subsequently, ndtgug, but several factors were sought from
increasingly numerous data. Here lie the originfaofor analysis.

Correspondence analysis, a branch of factor aisalygarted with Fisher, during the
1940s (Fisher, 1940). For Benzécri, by explorirgcdminant analysis, Fisher developed the
basic equation of correspondence analysis. Theh9@i, Kendall and Stuart elaborated the
canonical methods for the analysis of contingeradyes (Kendall and Stuart, 1961). This
allowed them to calculate the parameters usedstdhe hypothesis of independence between
rows and columns.

Benzécri explains that he used the name of cavregnce analysis for the first time
in 1962 and presented the method in 1963 at thiegote France (Benzécri, 1982, p. 101).
Correspondence analysis is a generic term used asbarella.

He was aware of the work by psychometrists andiwasntact with Shepard at Bell
Labs who had introduced "multidimensional scalirffbuannet, 2008). His mathematical
linguistics course at the University of Rennes ldesfoundation of data analysis as it will be
developed by the school.

1.2 The main contribution of Benzécri

Correspondence Analysis is often presented as aptattbn to categorical (or discrete) data
of Principal Components Analysis (Greenacre andiBta 2006; Hill, 1974; Murtagh, 2005)
or very close to muldimensional scaling (Hill, 1978ow can we specify the originality of
the Benzécri's contribution to multidimensional is&s?

His main contribution was to show the full algabrproperties of the method and to
display its interest: the testing of the indepemgeaf rows and columns, but above all the
description of how data diverge from this hypoteebiy representing "proximities”, the as-
sociations that exist between rows and columndactorial maps (Diday and Lebart, 1977).
The map, a data visualisation of the proximitiesMeen individuals and between variables, is
the central output for the interpretation. The ata visualization methods is a key to un-
derstanding the success of the Data Analysis SchWgbat was a complex set of data was
organized as a “space” for the benefit of the astalgnd suddenly the cloud of data became
accessible to interpretation as a whole, with actiire that could be explored, discovered,
commented on and displayed. This approach differs the more classic (and widespread in
English literature at the time) approach of testiggotheses on data sets.

Benzécri was not only interested in algorithmstadanalysis constitutes for him a
global framework and this is his second main contribution. Ittfirccludes data preparation:
how to transform any kind of data into a rectangtddle with positive numbers that can be
analysed. Correspondence analysis can be appliabintmst all kinds of tables after suitable
data transformation. It also includes a globalddedids to interpretation: the computation of
contributions allows for measuring the quality bé trepresentation on the map and the pro-
jection of supplementary variables gives to thecfiianer complementary elements for
interpretation. The association of correspondemadyais with clustering methods (in part-
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icular with ascending hierarchical classificatiaipws a deeper understanding of data, and a
simpler interpretation.

Finally, the framework gives a unique method (espondence analysis and clas-
sification) instead of a profusion of algorithmayth to understand for non-statisticians.

The framework is clearly oriented for users andcptioners by offering a meth-
odological frame, with a particular attention te tisplay of results.

Benzécri devised and authorised the diffusion ajfiabal framework for analysing
"large tables", but he was above all guided byeatétical and philosophical ambition, which
directly interests us here.

1.3 The philosophy of Benzécri

As a mathematician turning towards linguistics, Bsari became interested in data analysis
methods not as psychological tools (a disciplinéctviihas been at the origin of a very large
number of developments), but instead as a resdawnthfor linguistics: “Correspondence
analysis was initially proposed as an inductivehuodtfor linguistic data analysis” (Benzécri,
1982, p.102 ), “It was mainly with a view to studgilanguages that we became involved in
the factorial analysis of correspondences” (Benzd&@81, p. X). His theoretical ambition
was to open the doors to a new linguistics, in enthat was dominated by generative
linguistics. He was opposed to the idealistic thesiChomsky who, in the 1960s, considered
that only an abstract modelling could reveal limsgjgi structures. Against this thesis, Benzécri
proposed an inductive method of linguistic datalysis "with, on the horizon, an ambitious
tiering of successive researches, leaving nothbbmutaform, meaning or style in darkness"
(Benzécri, 1981, p. X). In this sense, he was qelitee to the objectives of Bloomfield and
Harris, who aimed at constructing the laws of graanfnom a corpus of statements, with a
distributionalist approach. The methods Benzécrettgped were from his point of view more
efficient for an in-depth understanding of langudigen the works on statistical linguistics
carried out by Guiraud or Muller (Guiraud, 1954; My 1977) which he found interesting
but too exclusively focused on vocabulary (Benzé&®@B1, p. 3).
We propose a method aimed at the fundamental prsbthat interest linguists. And
this method (...) will consist in a quantitative abstion, in the sense of starting from
tables of the most varied data, it will construtijough calculation, quantities that
could measure new entities, situated at a highedl lef abstraction than that of the
facts that were initially collected. (Benzécri, 199. 4)

By identifying factors, there can be doubt thatogeration ofabstractionhas indeed been
carried out. The computer gives neither any nanoesnreanings to the entities that it has
extracted; it is up to specialists to provide thederpretations.
Benzécri’'s philosophical ambition was to reassiglue to the inductive approach, and
thus to oppose idealism:
For we condemn the idea that, from principles lightceived, idealism can through a
dialectic, even if it is suborned to mathematiostivee certain conclusions; then, to
such a priori deductions, we oppose induction whilposteriori, from the basis of
observed facts attempts to rise up to what ordhensit (Benzécri, 1968, p. 11)

He criticised idealistic theories that supposedkistence of a model and check its relevance
approximately through observation. He doubted thatas possible to reduce a complex
object into a combination of elementary objectsr the order of the composite is worth more
than the elementary properties of its componemshgécri, 1968, p. 16).

The objective that he thought to be attainableuph data analysis was being able to
be extract "from the mush of data the pure diamafridue nature”. The passage from data to

59



Valérie Beaudouin

abstract entities, from darkness to light, was maaksible in his eyes thanks to data analysis
and the "novius organum" of the computer: “The newans of calculation allow us to
confront complex descriptions of a large humbeindividuals, and so place them on flat or
spatial maps, in reliable images that are accesslintuitions from the nebular of initial
data” (Benzécri, 1968, p. 21). As an auxiliary &ynthesis, the computer is a mental tool:
after Aristotole’sorganumand theNovum Organuntonceived by Bacon, is not tHNovius
Organum"the newest tool"? (Benzécri, 1968, p. 24).
After all, it can be seen just how much analysifee from a priori ideas. From data
to results, a computer, insensitive both to expeeta and to the researcher’'s pre-
judices, proceeds on the large and solid basisdst fthat have previously been de-
fined and accepted as a whole, then counted aretemrchccording to a programme
which, given that it is incapable of understanding, also incapable of lying.
(Benzécri, 1968, p. 24)

Finally, among all the, often contradictory, a prideas that each problem inspires in
profusion, a fitting choice is made: even more, eddeas which, a posteriori, and
after a statistical examination of the data, seerhdve been quite natural a priori,
would not always have occurred to the mind. (Beriz&668, p. 24)

1.4 Influence

The contribution of Benzécri (a unified frame foata analysis oriented to users) greatly
contributed to the diffusion of correspondence gsed in France in all the physical, social,
human, and biological sciences: they were, antastl, extremely successful as a display of
results. Pierre Bourdieu played an important rolghe diffusion of the method as his in-
fluence in social sciences increased. Bourdieubhe was profoundly inspired by corre-
spondence analysis when he analysed the socia¢ szaa field of tensions for example in
Distinction (Bourdieu, 1984). Rouanet explains that “For Baeuwgd MCA provides a re-
presentation of the two complementary faces ofad@gace, namely the space of categories -
in Bourdieu’s words, the space of properties - ti@space of individuals. Representing the
two spaces has become a tradition in Bourdieu'sokmyy” (Greenacre and Blasius, 2006, p.
167).

The Data Analysis School has been, and still idely present in the field of social
sciences, and its approach continues to be usgdre&gularly. Publication of such research,
however, runs up against the fact that Englishigpgapublications favour hypothetic-
deductive approaches. The purely exploratory dimansimed at bringing out forms and
models from data, does not have the same legitimacgther approaches; they are too de-
scriptive, instead of being explicative. Yet, itvigll known that hypothetic-deductive meth-
ods are fragile, because of the order of causalfitigh is pre-established at the moment when
a hypothesis is determined. Consequently, the aaddysis school had a wider diffusion in
France than in other countries.

In Paris, Benzécri put together a large team td daalysis researchers, as can be seen
in their numerous collective publications under kisection. The main publications of
Benzécri consist of treaties, handbooks and aryisto

The treaty on Data Analysis is constituted of wetumes: the first (Benzécri, 1973a)
is dedicated to taxonomy and reviews all the dasdgion and clustering methods, the second
(Benzécri, 1973b) to correspondence analysis.

A History and prehistory of data analysiedacted by Benzécri in 1975 and published
in 1982 (Benzécri, 1982), constitute a state ofatieof correspondence analysis and situates
the originality of his approach.
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For Benzécri this book is an introduction to tlegies of handbook®ratiques de
I'analyse des donnégquublished at the beginning of the 1980’s: thet fadume is dedicated
to correspondence analysis (Benzécri, 1980), btthenl1984 edition, an added chapter con-
cerns classification. The second is more theoleéind the third is dedicated to linguistics:
Pratique de I'analyse des données. 3 Linguistiguexécologie(Benzécri, 1981).

Each of his volumes involved a large number oftigbators, 30 for example for
Linguistique et lexicologie

The Journal of data analysi€dhiers d’Analyse des Donnédsased on an idea of
Michel Jambu (Armatte, 2008) stands as the maitebddr articles in the field of data
analysis, extended to textual data analysis. Thisnal was published from 1976 to 1997.

An element that distinguishes Benzécri’'s worktie brganisation of his collective
books that all propose: theory, examples of apptina from very large fields (natural and
human sciences) and programs to be reused in ahffesomputers. This structure is an
element that explains the important diffusion oftmoels. The statistical procedures were
explicit and shared (an open source approach bagotiene). At the end of the 1980’, several
correspondence analysis procedures were includgtbileading statistical software packages
of the time, notably SPSS, BMDP, and SAS (Greenaock Blasius, 2006). Nowdays they
are implemented in “R”, the open source packagesfatistical computing (Husson et al.,
2009).

At ISUP, Benzécri along his co-workers had an irtgrat flow of students, estimated
at 180 master students per year and 40 Ph.D. (Aen2Q208) who contributed to the diffusion
of methods.

Although cluster analysis is also an important pérData Analysis School, we will
focus on Correspondence Analysis, which can beidered as the core of Benzécri's
innovation.

2 Correspondence Analysis

The presentation of correspondence analysis insgtion is based on the chapter dedicated
to this topic inHistoire et préhistoire de I'analyse des donné@enzécri, 1982, p. 101-131),
on the introduction in the volume dedicated to Uiistics and lexicology (Benzécri, 1981, p.
73-135) and on thElandbook(Benzécri, 1992).

Correspondence analysis is a method that givesoaetrical representation of the
associations between two sets of elements in gwneence as they appear in a table. It is
applied to a specific kind of data: a table of espondence between the two sets of elements
(correspondence or concordance table). Statidksad are usually used to reject the idea of
independence of variables or attributes. The Betigapproach is exploratory and descript-
ive. The main originality of correspondence analysito represent, in a geometrical way, the
extent to which the independence of observationisadimibutes isot verified For Benzécri,
independence between rows and columns lacks daenterest; what is interesting is pre-
cisely the detail othowthey interact.

2.1 From a correspondence table to profiles

Correspondence analysis firstly requires one tasftam raw data, for example a corpus, into
a contingency table, that crosses two sets of elesna set | (individuals or observations) and
a set J (variables or attributes). At the crosgogt of a row and a column, we get the
number of occurrences of the attribute j in theeobation i, k(i,j). Two examples will clarify.
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Suppose we are interested in analysing theatrgs.pe can build a table, | re-
presenting the set of plays, and J the vocabulaaiywe can find in the plays. In this case,
k(i,j) will represent the number of occurrencestoé word j in the play i. In the table, there
are as many rows as elements in the set | (playsand as many columns as there are in the
set J (words), n. Rows are individuals and coluamesproperties. Let’s take another example
from (Benzécri, 1982, p. 103). In order to analytse distribution of nouns and verbs in a
corpus, we can build a table where rows are nouadscalumns are verbs and at the inter-
section of a row and a column, we have the numbsemtences where the noun is the subject
of the verb.

In order to compare the distribution of the twassef elements, row and column

profiles are calculated.ijfis k(i,j)/ki. (whereki.= X7_, k(1,7), ie the sum of frequencies on

the line i). The profile of i will befiJ, a vector made of the sequence fé]'f
(.-Fi_l.r:tid_}' |.J"E.-'r})

Symmetrically, the profile of an element jwill £/; = {f/; |i< 1}

2.2 Representing the distance between profiles

How do we compare the profiles of different elemeftows or columns of the table)? We
need a space and a distance. Correspondence anatgs a Euclidean space and a dis-
tributional distance, or the chi-square distancéjctv is a distinctive feature of corre-
spondence analysis. The distance between i anidl bevdefined as follows:

@(i1)= ) @ = £/ 17 €])

Each element i (resp j) of set | is representedsbgrofile and is assigned a mass proportional
to the total of the row. The set of the profile$ donstitutes a cloud N(I) in a multidimen-
sional space. Respectively, a cloud N(J) is defioethe profiles fjl.

The main idea is to reduce the complexity of tleeid and to find a way to represent
most of the information in a lower dimension spdéer this, the center of gravity of the
cloud is calculated and the dispersion of the clatmlind its center of gravity is measured
(inertia). Then the factor axes, or principal axésdispersion, are constructed. Points are
projected on those axes, and their coordinateshesetaxes are called factors. In the plan
defined by the first two axes we can have the peagection of the cloud (which minimizes
the loss of information).

A distinguishing feature of correspondence analysithe perfect symmetry of the
roles assigned to the two sets | and J in corresgme. This permits the simultaneous re-
presentation of the two clouds on the same axes.

The main objective is to visualize the distancevieen observations or attributes, i.e.
the distance from a random distribution. The alponi produces a set of ‘aids to inter-
pretation’ that allows the researcher to interginetresults properly.

Often correspondence analysis is combined withalglical clustering: the classific-
ation is based on the coordinates of the elementeenfactor axes
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3 Instruments at the service of the humanities and sial sciences

Innovations rarely come from isolated individualtiey emerge and are diffused through
networks, collectives and institutions, in whichdiniduals meet and exchange, in which
innovations circulate, are discussed, improved enititised. The diffusion of textual data
analysis is no exception to this rule.

Laboratories, journals and lectures have progrebsigontributed, thus stimulating
exchanges and debates. But in this specific fielcegearch, IT tools have become the major
players in the diffusion of methods and the orgatios of this network. On the one hand,
they crystallised the theoretical debates withi@ dlommunity and, on the other, raised the
guestion of economic, or more modestly commertaators linked to these methods.

For the diffusion of these methods has been stggdor economic reasons: in the
sector of surveys and marketing, the possibilitgaiducting quantitative research on qualit-
ative data, in other words to introduce measurenméotthe analysis of discourse, provides an
interesting opportunity.

After quickly examining the institutions that haeentributed to bring to life this
scientific speciality of textual data analysis, wil then focus on a few emblematic textual
statistics programmes, while showing how each bmalrs the marks of the environment in
which it was developed (the discipline, type ofpres and the questions raised by researchers)
and how this milieu interacts with the researcheveh objectives.

3.1 Places

After Rennes, ISUP, in Paris, became the centedatforation and diffusion of data analysis.
Benzécri’'s seminar at ISUP was attended by moshiprent statisticians and researchers in
this area. This field was far broader than justuakdata analysis as we have seen, but the
audience included key figures such as Ludovic Leleno also paid particular attention to
texts.

Crédoc Centre de recherche pour I'observation des condgide vi¢ was for a long
time a powerhouse in the field of textual statsticudovic Lebart worked there for many
years (1971-1988), setting up and directing thevesuAspiration et Conditions de vie des
Francais With André Morineau, he was behind the developnoérEpad §ysteme portable
d'analyse de donnégqLebart and Morineau, 1982) and its extensionotEy to texts
‘Spad.T’ (Lebart et al., 1989) which was also basedhe work and findings of Eric Brian
(Brian, 1986). The Lebart & Morineau’s programmesrey up to the year 1987, distributed
by a non-profit organization, Cesia in a freewaratext and served many researchers or data
analysts in the pioneer era of what was to becaxrenining. Spad had been designed to
analyse quantitative surveys and Spad T for théysiseof answers to open-ended questions.
The implementation of the algorithms was guidedthmy framework of surveys with open-
ended questions. A data centre in the basementéofoC, shared with the Cepremap, another
research centre on economics, and connected té (dreegional computing centre in Orsay,
Centre Inter Régional de Calcul Electroniquerovided the possibility to develop and test
these tools on data and was the meeting pointofranunity also involving statisticians such
as Jean-Pierre Fénelon (Fénelon, 1981) or Nicobarba(pioneer of geographic information
systems) (Lebart et al., 1977). A few years laterthe “Prospective de la Consommation”
department, Saadi Lahlou developed a researchlmdged on the applications of lexical
analysis in the social sciences (Yvon, 1990; Beaudand Lahlou, 1993; Lahlou, 1992;). He
contributed to the diffusion of these methods mfikld of social psychology.
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At Crédoc, Spad was used, but also Alceste, whiati been developed by Max
Reinert (Reinert, 1990, 1987), and could analyse sktexts other than open-ended ques-
tions. Lexical statistics became a tool for thedgtof social representations (Lahlou, 1998)
and led to a reflexion about the interpretationcpsses (Lahlou, 1995). Lahlou started a col-
laboration with M. Reinert to develop tools on theix platform and to process greater
volumes of text. The large number ©&hiers de recherchfom Credoc published on these
subjects, and the contracts using these methodswimess to the dynamism of this centre at
the time.

Portability on Mac, Unix and Windows ensured adwing success of Alceste soft-
ware in the social sciences in France, and as dfteage’s dictionaries extended to other
languages, to further countries.

The laboratory Eexicologie et textes politiguesvas set up in 1967 at the Ecole
Normale Supérieure in St-Cloud. It has been atth¢bevarious different bodies over time,
and some of its activities are now located in terd laboratory of the ENS in Lyon, while
others are at Paris Ill. The analysis of politidecourses stands as the backbone of the unit,
with a methodological reflexion branch that expfoithe place occupied by machines in
lexicometry, for the analysis of texts. Pierre Lafhafon, 1984) and André Salem (Salem,
1987) undertook more specifically the setting-upstdtistical analysis tools: “these two
linguist-mathematicians [...] were advised in theigthods by the masters of ‘data analysis’
(Jean-Paul Benzécri) and of probability theory (@es-Théodule Guilbaud)” (Tournier,
2010). It was in this laboratory that reflexionsoab corpus linguistics started in France
(Habert et al., 1997) and more exactly reflexioegarding annotation systems and the en-
richment of texts. André Salem’s Lexico programmeme of the tools created in this con-
text. It includes correspondence analysis. It cardistinguished from other software on two
points: the identification and processing of repdategments (sequences of words allowing
for the introduction of a notion of syntax) (Salef87) and a detailed processing that
measures the chronological evolution in the corf@aem, 1995). Correspondence analysis
allows to show the distances between sub-partstextacorpus and to visualise, if relevant,
the chronological evolution of texts. An attachmémtpolitical and trade-union discourses
was specialty of this laboratory.

In the South of France, at the University of Niaapther laboratory was founded in
1980, which accorded a significant role to machirkggenne Brunet, a literary scholar who
had been a computer amateur since the end of #f@s]19et up an active research pole at the
university, based in the laboratoBases, Corpus, LangagBrunet designed a tool, Hyper-
base, which was particularly suited to the analgdivery large volumes of literary texts
(Brunet, 1988), but also political texts (Mayaff@f00), which opened up bridges with the
laboratory in St Cloud. The software includes aegpondence factor analysis from the pro-
grams developed by J-P Fénelon and his colleadugs/es a visualisation of distances be-
tween words and sub-parts of texts projected ommiéye. For example, figure 1 represents the
result of the correspondence analysis appliedtabla containing in rows the different works
of Rabelais (capital letters, PANT for Pantagrael)l in columns the personal pronouns
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Figure 1. Hyperbase Factorial Analysis
(http://ancilla.unice.fr/~brunet/PUB/hyperwin/ansdyhtml)

This tool was distributed in the community of huntias researchers. This laboratory ex-
plored large corpora from the Frantext databasexaeptional collection of digitized literary

works. Since 2001, it has had its own jour@dypus whose current editor-in-chief is Sylvie

Mellet. Two volumes (Brunet, 2009, 2011) collecttd main papers published by Etienne
Brunet .

Other sites have also played an important role: M scientific centre led by
Francois Marcotorchino, the team headed by Domaigabbé in Grenoble and other sites
abroad, such as Sergio Bolasco’s team at the SapierRome...

The Journées internationales d’Analyse des Donnéesu&bet; which have been
organised every second year since 1991, stancbasafor rallying, but also enlarging, the
community of researchers in this field. Mostly Felerspeaking, it also welcomes Italian and
Spanish researchers from the same field. The sgsiempublication of the papers and the
availability online from André Salem and Serge H#é&u journal Lexicometrica
(http://lexicometrica.univ-paris3.fr/jadt/) thanke Paris Ill, constitute a corpus of experi-
ences.

Lebart and Salem’s booldnalyse statistigue des données textueletmlished by
Dunod in 1988 (Lebart and Salem, 1988) and repuddisn 1994 (Lebart and Salem, 1994),
then translated into English &kploring Textual DatgLebart et al., 1998), has become the
reference manual in this field .

3.2 Programmes

Publications played a decisive role in the diffsad methods of textual analysis, explaining
the algorithms, displaying possible usages on cagpand multiplying examples of ap-

plication. But the diffusion of usages has mairditen place through the tools themselves,
which have been major vectors in the appropriaibmethods that are sometimes viewed
with mistrust by the world of the social sciencesl ahe humanities. In each case, we shall
underline the particularities of the programme:paration of corpora (selection of texts and
variables), processing algorithms and interpretatid/e will focus on two software pro-
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grammes that where the most innovative for textyamain Benzécri’s tradition: Spad T and
Alceste.

3.21 Spad T

As we have seen, Spad T is an extension of SBgdt€me portable pour l'analyse des
données)which allows for the analysis of answers to opeesgons in surveys. Spad and
Spad T were both designed and coded by Ludovic hetval André Morineau at the data
centre of Crédoc and Cepremap (see above).

The unit of analysis (each row of the table) is thdividual in the survey, charact-
erised by their answers to open and closed questigut it can also correspond to a group of
individuals, according to variables such as agdewel of education, with all the individuals
having the same variable value constitutimgetext (a row in the table). For example, figure
2 is the result of the correspondence analysis ofoas tabulation between words (from
answers to an open questipand individuals grouped by educational level.

Axis2 A (21 %) Finances
HIGH r

Future
L]

_ War No DEGREE
i * Fear .

- Unemployment
]' TRADE| seffishness

: y Axis I |
. Health ) . > |

iy 0 1 2 |
Money (57 %) |

5]

ELEM | Difficult

Housing
- Work -

Decision !
L] n
Occupation '
L]

Economic | COLLEGE

Figure 2. Proximities among words and among edaoicalilevel
(Lebart et al., 1998, p. 52)

For the words entered in the tables (i.e. makinghepcolumns of the table), Spad T proceeds
as follows: it keeps the graphic forms and the wpeas they appear in the text, and uses no
form of lemmatisation (that is taking graphic foriveck to their roots, or dictionary entries);
with a frequency threshold, it eliminates rare amedy short words (under 3 letters, for ex-
ample), which is a way to exclude grammatical wdadticles, pronouns...). As the answers

! The question was “What are the reasons that nighse a couple or a woman to hesitate

having children?” (Lebart et al., 1998).
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are reduced throughout the chain leading from tineey to the processing (investigators tend
to keep only the main points when noting down amsye entry clerks often also simplify
anyway), and the corpus in question is full of redncies, this rather brutal “cleansing” has
in practice little impact on the results.

Spad T offers a full palette of data analysis pthoes. The most classic approach is to
carry out a correspondence analysis in a tablesicrgshe answers in the rows with the words
used in the columns. Then, based on factor coarbnan ascending hierarchical classific-
ation (clustering) is carried out. The principlenssts of bringing together in pairs the
answers that are most alike in terms of the vo@apulsed, and to advance progressively so
as to arrive at a predefined number of classes.

To assist interpretation, it is possible to obt@ineach class its specific vocabulary
(the words that are significantly more presenthis tlass than in the others), and the most
characteristic answers. As Spad T is consistetht $itad, it is possible also to add the values
of other variables to the survey, which are overuwnder-represented in the class. Spad T
includes a most useful “Tamis” (sieve) procedureciisystematically tests the interaction of
a given modality with every other modality of everther variable in the survey, and orders
them by decreasing degree of significance. Thiblesgorofiling a class and orienting inter-
pretation and testing without any preconceptionthi@ very explorative spirit of the Data
Analysis School.

To sum up, Spad?Tis particularly well suited to a specific usagetext (quantitative
surveys) and well-defined types of corpora (answeergpen questions). The data analysis and
interpretation assistance algorithms are extrematyist, and the usage context means that
the simplistic vocabulary reduction creates no [@wis. The originality of the approach is the
possibility to incorporate metadatee( information on individuals who produced the text),
and then to situate the texts regarding the cheniatits of the speaker or writer.

It should be noted here that one of the flaminigadies that animated the community
was precisely on this issue of lemmatisation; salekended the idea of working on “raw”
graphic forms (Lafon, 1984), while others considetiat lemmatisation (the reduction of
forms to their lemma) was an indispensable presgguio any processing, as can be seen in
the defence mounted by Muller in his introductionLafon’s book. The pros considered it
was a necessary step to avoid ambiguity of forrasn@nymy) while the cons thought it leads
to a loss of information: plural/singular, mascalii@eminine, person, time being meaningful.
This debate provoked heated discussions at alnvesy ADT conference until the poss-
ibility of keeping at the time the raw and the leatrred form was provided.

3.2.2 Alceste

The methodology of ALCESTEAfalyse des Lexémes Cooccurrents dans les Enoncés
Simples d’'un Texjevas designed by Max Reinert (1993, 1983); it imapired by the field of
data analysis, Reinert being also a participaBefzécri’'s seminar. However, Reinert’s pre-
occupations took a particular orientation. He cdesad a corpus as a sequence of statements
produced by a subject-utterer. Thus, the text isletled in a table containing statements in
rows, bearing the mark of the subject-utterer, @wodds or lexemes in columns, referring to
objects in the world (without any preconceptionswbthe “reality” of these objects). The
objective is then to bring out “lexical worlds”.

2 Ludovic Lebart has made available to the publicsadtware programme, DTM-VIC

(http://www.dtmvic.com/), which shares the sameperties as Spad for analyzing both numerical and
textual data.
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A lexical world is thus at once the trace of a refgial site, and the index of a form of
coherency linked to the specific activity of thégct-utterer, which we shall call a
local logic. (Reinert, 1993, p. 9)

Thanks to statistical procedures, which associdéderments using the same type of
vocabulary, the method is able to identify diffarexical worlds, which could be interpreted
as “visions of the world”. For example, in his stuaf Aurélia by Nerval, Reinert (Reinert,
1990) identified three types of world by classifyithe statements: the imaginary world, the
real world and the symbolic world, each of whiclatsethe mark of a certain relationship with
the narrator.

Let's describe Alceste in a nutshell. The inpuaitext or a set of texts, described by
some extra textual variables, which describe th@noanication situation. The output is a
typology of the statements that constitute the uarpg statement is defined as a point of view
from a subject about the world. The clustering psscis based on the similarity/dissimilarity
of words inside the statements. Each cluster daéstants is interpreted as a lexical world,
which reflects a world view.

This theoretical orientation has consequencesi@nvay analysis is carried out. Let us
start with textual units. Reinert attempted to tifgrthe notion of a statement: a point of view
about the world that bears the trace of a sublgdthow to define automatically the notion of
an statement given that it does not necessarilycae with the notion of a sentence, and no
punctuation marks allow it to be identified cle&rlis there is no satisfactory solution to this
problem, Reinert offered a heuristic: make two pmessegmentations of the corpus into
textual units while varying the length of the unit$wus, one table would contain in its lines
the textual units from the first segmentation, arsecond those from the alternative one.

What vocabulary elements are kept in the tabl@kimns? As with Spad T, a
frequency threshold allows rare words to be elin@dgthis has virtually no impact on the
final result since calculation is done on co-ocences). A lemmatisation process reduces the
words to their roots and above all provides antifieation of the elements of speech (nouns,
verbs, pronouns...). Given the perspective adopte@épert, only “full” words, with re-
ference points, are kept for the analysis, andgnatmatical words (articles, etc.), which
form the text's cement.

On these matrices, which cross textual segmends lemmatised words, Alceste
carries out a descending hierarchical classificatissing an original algorithm devised in
1983 (Reinert, 1983) which is particularly suitedsparse matrices (with over 90% “0’s”).
The idea is to take all of the textual segments tandivide them into two groups, in such a
way as the groups will be as homogenous as possiliéems of the vocabulary used, while
also being as distant as possible from each oftiner procedure is then reiterated on the larg-
er remaining group until the requested number a$s#gs has been obtained. This classific-
ation process is iterative and leads to a typoldgchnically, the descending hierarchical
classification uses factor analysis. Once the &ixg$ is calculated, a hyperplane is slid along
the axis to split the cloud into two sub-cloudsiluittmaximises the inertia between both
while minimizing the intra-class inertia. This deds the first two groups, and the process is
reiterated (Reinert, 1983).

This is where the heuristic proposed by Reineme® into play again: on each of the
tables that have been made, a descending hierardiassification is carried out, then the
two analyses are compared, so that only the mabtestypological classes in both analyses
will be conserved. What is more, this provides @pdure which can optimise the number of
end classes. For example, the figure 3 shows thétref the double classification on Aurélia
(Reinert, 1990). At the end, three classes wilkégt : 8 <->9, 10 <->11 and 11<->10.
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Figure 3. Descending hierarchical classificatiothwilceste (Reinert, 1990)

In this process, the new main axis is calculatguhsgely for each successive sub-cloud and
the result is amazingly robust, compared to othesstfication techniques which are based on
a single factor analysis.

Each class of the typology is characterised hgtaf words that make up the specific
vocabulary of the class, in comparison with theretyt of the corpus, using the most charact-
eristic textual segments of the class, and the megstesentative values of the illustrative
variables. The whole can be visualised on a faat@alysis plane. These interpretation aids
allow for a characterisation of the lexical-semaffitld appertaining to each class and give a
picture of which external production factors begplain its particularities. (Schonhardt-
Bailey et al., 2012) provide what is so far theesdétailed and illustrated description of the
Alceste algorithm in English. Alceste has been use@nalysing corpora of answers to open
questions, literary works, newspaper articles, s#ineicted interviews, forum interactions,
film reviews, dictionary articles...

4 Conclusion and perspectives

Jean-Paul Benzécri and his colleagues developetblzalgframework for data analysis
(correspondence analysis and clustering method®se inductive methods were defined for
linguistic purposes, but were widely used in ottisciplines, for text analysis but also for
quantitative data. The efficiency of those appreacfor exploring data and for building
hypotheses of research has been widely provendusémds of publications.

In linguistics, textual data analysis opened ththpgo a systematic study of language
based on corpora, corpus linguistics, with the rmggion that field-collected texts, in natural
contexts, are the best way to infer sets of rules.

Although the research in statistics and compusognces has much evolved, in
particular with machine learning techniques, iingeresting to note that those “old” tech-
niques are still used by researchers in the ssciahces. To do so, the textual data analysis
tools have been adapted to larger corpora. Whit®raus containing 2,000 answers was
considered to be a large one during the 1980s,omepnocess ones with tens of thousands, or
even millions of texts. The textual statistic toslsre developed with programming languages
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which have sometimes since become obsolete, suebraan, and were often limited in their
size when it came to processing. Updating themadkenthem appropriate to current volumes
sometimes requires codes to be written anew. Fample, Max Reinert’'s Alceste software
was entirely reprogrammed by Pierre Ratinaud, an@&named Iramuteq
(http://www.iramuteq.org/), with a more modern nfidee and the capacity to process far
larger volumes. Such re-writing can raise probl@mtellectual property rights, in that the
approaches and the classification algorithms areially identical. In the same way, TXM
developed for the Textométrie project (http://temédrie.ens-lyon.fr/), reuses and modernises
old algorithms, while opening up an enrichment loé texical data with morpho-syntactic,
phonetic or other traits. In such cases, there h&@en no fundamental changes made to the
algorithms of data analysis themselves which isafpof their efficiency for social scientists.

The methods discussed above are based mainlyecantiysis of the distribution of
frequencies and co-occurrences of words in texts. mMain unit of analysis is the word in its
textual context. But, before long, the reductionaofext to a “bag of words” seemed too
reductive and the introduction of finer descriptivaits of texts became necessary. Benzécri
and his colleagues (Benzécri, 1981) already imabihe introduction of annotations although
the technologies were not operational. The metigoaldually improved thanks to natural lan-
guage processing tools, which allowed syntactimyasgic and even prosodic aspects to be
taken into account. A text could be associated \aitberies of descriptive characteristics,
concerning different linguistic levels. In this ppective, influenced by (Biber, 1989) who
aimed at inductively constructing textual typolagfeom descriptive traits, the field of corpus
linguistics grew up (Habert et al., 1997). Let aket for examples of its application, the
TypTex project (Habert et al., 2000), the charassdion of a corpus of texts according to
morpho-syntactic traits by (Malrieu and RastierO20Rastier, 2011) or the attempt to
articulate phonetic, morpho-syntactic, rhythmic amnantic characteristics by Beaudouin,
(2002). To sum up, approaches that exploited tlogrpss made in the natural language
processing no longer limited themselves to words now included other levels of linguistic
analysis (phonetics, syntax, semantics...). The pples of correspondence analysis and
clustering are therefore now applied to much latgkles than they used to be.

The new frontier for textual data analysis is &malysis of web documents. Text was
the first medium to enter into the digital worldgfore images, sounds or videos. It is thus
quite natural that the statistical study of texteldd have started long before other contents.
In France, the digitization of large sections ¢ériature on the Frantext database combined
with mathematical and statistical progress in theaaof data analysis have fostered the
remarkable rise of the field of textual data analyJoday, digitalisation has reached the
entirety of cultural productions and, as a receswetbpment; more and more production is
“born digital”. This has opened new research qoestilt is no longer possible to reduce the
Web to text only, so it will be necessary to enribk current methods with resources that
appertain to the Web’s particularities (multimedigpertextual, imbricated in reception,
dynamic) and develop approaches that combine diftanethods, textual statistics being just
one among others.
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Tournier, M. (2010). Mots et politique, avant et autour de 19B@tretien. Mots.Les
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Glottometcrics 33, 2016, 73-100

List of Jour nals Containing Contributions

to Quantitative Linguistics

Tim Rostin, Trier

In this contribution, a survey of journals contaigiquantitative linguistic research articles is
presented. The journals are ordered alphatetiealty show the number of contributions to
quantitative linguistics as far as they are alreadtered into the Bibliography of Quantitative
Linguistics.

Hopefully this survey provides some help for reskars and students to keep track of the
rapidly growing jungle of papers and to give awasento lesser-known periodicals in which
one might not expect related research.

The Bibliography of Quantitative Linguistics (BQLg an ongoing project at Trier University
under the direction of Reinhard Kéhler, on whick #uthor of this survey has been working
as a student assistant. The resulting list is foereby no means an exhaustive anthology
since the data base is constantly updated by Isackes$ of journals and by new publications.

However, as of February 2016 the project contaiginly 5000 relevant entries from 1097
different journals which cover many different aggeaf quantitative linguistics, from corpus
linguistics to computational linguistics to psyobgical experiments that quantitatively
examined language in some way. Publications otiem periodicals are excluded from this
list.

Suggestions are welcome and should be sent to DstirRrost2701@uni-trier.de
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Tim Rostin

Journal

Académie Royale des Sciences, des Lettres et dasxBats de
Belgique / Classe des Sciences: Bulletin de Bruxelles
ACLC Working Papers

ACM Computing Surveys

ACM Transactions on Information Systems

Acta Baltico-Slavica

Acta et Commentationes Universitatis TartuensisaturRiikliku
Ulikooli Toimetised [Transactions of Tartu Univesxgi

Acta Linguistica

Acta linguistica Academiae Scientiarum Hungaricae

Acta psychologica

Acta Universitatis Carolinae. Philologica

Acta Universitatis Palackianae Olomucensis. FasuRarum
Naturalium. Mathematica-Physica-Chemica

Acustica

Advances in Applied Probability
Advances in Complex Systems

Advances in Reading/Language Research
Aevum

African Language Review

African Language Studies

Afrika und Ubersee
Akademie der Wissenschaften und der Literatur imnlzl&a
Abhandlungen der Geistes- und Sozialwissenschadtlilasse

Akademija nauk SSSR <Moskva>: Izvestija Akademigukl SSSR /

Serija literatury i jazyka

Akademija nauk SSSR <Moskva>: Izvestija Akademigukl SSSR /

Serija literatury i jazyka [before 1963: / Otdeken]]
Akademija Nauk SSSR Moskva: Doklady ... = Comptesips de
l'académie des Sciences de I'URSS

ALFA: Revista de Linguistica

Alkalmazott matematikal lapok

ALLC Bulletin

ALLC Journal

Alta frequenza

AMANT (American anthropologist), New Series
American Anthropologist

American Antiquity

American Documentation

American Journal of Philology

American Journal of Psychology

American Mercury

American Sociological Review
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List of Journals Containing Contributions to Quantitative Linguistics

American Speech

Angles on the English-Speaking World

Anglia - Zeitschrift fur englische Philologie

Anglistik und Englischunterricht

Animal Behaviour

Annalele romino-sovietice

Annales de I'Université de Paris

Annales des Télécommunications

Annals of Human Genetics

Annals of Otology, Rhinology and Laryngology
Annual Review of Psychology

Anthropological Linguistics

Anthropos

Antiquité classique

Anzeiger fur Slavische Philologie

Applied Intelligence

Applied Linguistics

Applied Psycholinguistics

Arbeiten aus Anglistik und Amerikanistik
Arbeitsgemeinschaft fir Forschung des Landes NerdftW/estfalen
Arbeitspapiere der Universitat Bern

Archiv fur das Studium der neueren Sprachen uneraitiren
Archiv fur die gesamte Psychologie

Archiv fur vergleichende Phonetik

Archiv orientalni

Archive of Neurology and Psychiatry

Archives de psychologie

Archives néerlandaises de phonétique expérimentale
Archives of Acoustics

Archivum latinitatis Medii Aevi

Archivum linguisticum

Archiwum akustyki

Arkiv foer nordisk filologi. Lund

Asian and African Studies

ASSB (Annales de la société scientifigue de Bresd|lSeries 1
Automatic Documentation and Mathematical Linguistic
Babel

Balgarski ezik

BastauyS mektep. Almaty

Behavior Research Methods

Behavior Research Methods & Instrumentation
Behavioral and Brain Sciences

Behavioral Science

Beijing hangkong xueyuan xuebao = Journal of Bgijmstitute of
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Tim Rostin

Aeronauties and Astronauticst [ it 22 e 4K ]
Beijing shifan daxue xuebao (ziran kexue ban) rdaluwf Beijing

Normal University (Natural ScienceJ{ st il K524k 2

(H2RFH2RR]

Beitrage zur Fachdidaktik 2

Beitrage zur Geschichte der deutschen Sprache iechiur 2

Beitrage zur Phonetik und Linguistik 1

Beitrage zur romanischen Philologie 2

Beitrage zur Sprachkunde und Informationsverarbgitu 5

Beitrager zur Linguistik und Informationsverarbeigu 11
Bel'ckij gosudarstvennyj pedagdégskij institut im. A. Russo: &enye 2

zapiski

Bell Labs Technical Journal 1

Bell System Technical Journal 8

Bell Telephone System Technical Publication 1

Berichte. Institut fir Phonetik der Universitat Kol 1

Berliner philologische Wochenschrift 3

Biblische Zeitschrift 2

Biological Cybernetics 2

Biological Psychology 1

Biology Letters 1

Biometrics 2

Biometrika 22
Biuletyn fonograficzny. Pozna 7

Biuletyn Polskiego Towarzystwazykoznawczego 18
Biuletyn zarzadu gtownego RSW "Prasa” 1

Brain 1

Brain and Language 4

British journal of psychology 6

British journal of psychology (London, England :5B8) 1

Brno Studies in English 1

Bulletin d’études orientales 1

Bulletin de la Faculté des Lettres de Strasbourg 1

Bulletin de la Société de Linguistique de Paris 19
Bulletin de la société polonaise de linguistique 1

Bulletin de psychologie 3

Bulletin des jeunes romanistes 3

Bulletin d'information du laboratoire d'analysei@togique 2

Bulletin of High Points (New York) 1

Bulletin of the Academy of Sciences, Georgia 4

Bulletin of the Central Institute of English 1

Bulletin of the Deccan College Research Institute 2

BuII_etin o_f the IEEE Computer Society Technical Goittee on Data 1

Engineering

Bulletin of the institute for research in Engligacthing 4
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List of Journals Containing Contributions to Quantitative Linguistics

Bulletin of the international institute for lingtis sciences = Kokusai-
gengo-kagaku-kenysh

Bulletin of the Psychonomic Society
Bulletin of the Wisconsin Association of moderndaage teachers,
Madison, WISC

Bulletin voor Taalwetenschap

Business Systems Research

Cahiers de lexicologie

Cahiers de linguistique théorique et appliquée.adBest
Cahiers de l'institut linguistique de Louvain

Cahiers du CERAT

Cabhiers Ferdinand de Saussure

Cabhiers Vilfredo Pareto

Canadian Journal of Linguistics

Canadian Slavonic Papers

Canadian Social Science

Casopis pro moderni filologii,Praha.

Centre de recherches et d'applications linguistigidancy>: Cahiers
du CRASP, Comptes perdus de I'académie des scidadearis
Cerebral Cortex

Ceska literatura

Ceskoslovenska rusistika

Cesky jazyk a literatura. Praha

Cesty moderni jazykovedy

Changjiang xueshu = Yangtze River Acadenfic/[. %]
Chaos, Solitons & Fractals

Child Development

Child Language Teaching and Therapy
Childhood Education

Chinese Monthly

Chinese Science Bulletin

Chosonohak

CIIR Technical Report

Classica et Mediaevalia

Classical Journal

Classical Philology

Classical Review

Classical Weekly

Clinical neurophysiology : official journal of tHaternational
Federation of Clinical Neurophysiology
Cognition

Cognition and Brain Theory

Cognitive Development

Cognitive Psychology

Cognitive Science
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Tim Rostin

College English

Communications in Statistics, A: Theory and Methods
Communications of the ACM

Complex Systems

Complexity

Complexus

Comptes rendus des séances de I'Académie des &ienc
Comptes rendus hebdomaires des séances de I'A@démsciences

Computational Linguistics

Computational Linguistics. Budapest

Computational Statistics & Data Analysis
Computational Statistics and Data Analysis

Computer

Computer Engineering and Applications

Computer Processing of Chinese and Oriental Laregiag
Computer Speech and Language

Computer Studies in the Humanities and Verbal bieluav
Computers and the Humanities

Computers in the Schools

Confinia Psychiatrica

Corpus

Corpus Linguistics and Linguistic Theory

Cortex

Current Anthropology

Current Directions in Psychological Science

Current Psychology Letters [Online]

Current Science

Cybernetica

Czech and Slovak Linguistic Review

Dacoromaia

Dalian haishi daxue xuebao (shehui kexue ban) smabof Dalian
Maritime University (Social Sciences Edition)[Z 5 K 27243k
(HE=FHERR) |

Denshi-gijutsu-8go-kenyiisho <Niihari>: Bulletin of the
electrotechnical laboratory

Der mathematische und naturwissenschaftliche Uokerr
Deutsch als Fremdsprache

Deutsche Vierteljahrsschrift fur Literaturwissenafthund
Geistesgeschichte

Deutschunterricht fir Auslander

Developmental Psychology

Diachronica

Dialektstudier

Dianzi xuebao = ACTA Electronica Sinic&if¥ 2#fk]

Die lebenden Fremdsprachen
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List of Journals Containing Contributions to Quantitative Linguistics

Die Musikforschung

Die Naturwissenschaften

Die neue Schulpraxis

Die neueren Sprachen

Die slawischen Sprachen

Die Sprache

Die Umschau in Wissenschaft und Technik
Die Unterrichtspraxis

Die Welt der Slaven

Discourse Processes

Dissertation abstracts international. Ann ArborcMgan
Dyslexia

Econometrica

Editorial office for contemporary foreign languages
Educational Research

Educational Research Bulletin
Educational Review

ELANS (Etudes de linguistique appliquée - Nouvskgie)
Electronic Journal of Human Sexuality
Electronic Journal of Vedic Studies
Elementary English

Engineering Cybernetics

Englische Studien

English and Germanic Studies

English for Specific Purposes

English Journal

English Language and Linguistics
English Language Teaching

English Studies

English Today

Entropy

Eos

EPL (Europhysics Letters)

Eranos

Essex Research Reports in Linguistics
Ethnomusicology

Etudes de linguistique appliquée
Etudes Finno-Ougriennes

Etudes germaniques

Euhemer

Euphorion

European Physical Journal B
Europhysics Letters

Europhysics Letters (EPL)
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Tim Rostin

Evolutionary biology

Expert Systems with Applications

Ezik i literatura

Fernmeldetechnische Zeitschrift
Filologiceskij sbornik

Finnisch-Ugrische Forschungen
Finnisch-Ugrische Mitteilungen

Folia Linguistica

Folia linguistica historica

Folia Orientalia

Fonetic si dialectologie

Foreign developments in machine translation anorimétion
processing

Foreign Language Teaching and Research
Forensic Linguistics

Forschungen und Fortschritte

Fortschritt der Psychologie

Forum der Letteren

Foundation and Trends in Information Retrieval
Foundations of language

Fractals

Frankfurter Phonetische Beitrage
Franzdsische Studien
Fremdsprachenunterricht

French Review

French Studies

Fu Jen Studies

Functions of Language

Furman Studies, Furman University Bulletin
Fuza xitong yu fuzaxing kexue = Complex Systems@anhplexity

Science B 7k 24t 5 5 2Rl

Gdaskie Studia ¢zykoznawcze

Gdaiskie Zeszyty humanistyczne / Filologij rosyjska
Gdaiskie Zeszyty humanistyczne / Prace jezykoznawcze
General Linguistics

Genetic Psychology Monographs

Genetics

Geographical Analysis

Geographical Review

Geographische Zeitschrift

Gercenovskigétenija

German Quarterly

Germanistik. Tibingen

Germanistische Linguistik

Glossa
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List of Journals Containing Contributions to Quantitative Linguistics

Glossologia

Glotta

Glottometrics

Glottometrika

Glottotheory

Goi Kenkyu = Studies on vocabulary
Goteborgs Hogskolas Arsskrift

Gottinger Beitrage zur Sprachwissenschatft
Gramma

Gravesaner Blatter

Grazer linguistische Studien

Groninger Arbeiten zur Germanistischen Linguistik

Grundlagenstudien aus Kybernetik und Geisteswisseafis Tubingen
Gymnasium

Hamburger phonetische Beitrage

Handelingen van het Nederlands Filologencongress
Harvard Studies and Notes in Philology and Litenatu
Harvard Studies in Classical Philology

Hebrew computational linguistics

Hermathena

Hespéris

Hibbert Journal

Hiroshima daigaku bungakubu [Hiroshima Universitydies]
Hispania

Homme

Human Brain Mapping

Human Physiology

IBM Journal of Research and Development

ICAME Journal

IEEE ASSP Magazine

IEEE Transactions of Automatic Control

IEEE Transactions on Computers

IEEE Transactions on Information Theory

IEEE Transactions on Knowledge and Data Engineering
IEEE Transactions on Pattern Analysis and Machmelllgence
IEEE Transactions on Systems, man, and cybernetics

IEEE Transactions on Systems, Man, and Cybernekest A: Systems

and Humans

IETE Journal of Research: Journal of the Institutd Electronics and
Telecommunication Engineers

Incontri linguistici

Indian Journal of Linguistics

Indian Linguistics

Indiana University Studies

INDJAL (Indian Journal of Applied Linguistics / 3¢y Structure and
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Tim Rostin

Criticism)

Indogermanische Forschung

Indogermanische Forschungen

Informasni bulletin pro otazky jazykasné
Information and Control

Information Processing & Management
Information Processing Society of Japan Journal
Information Retrieval

Information Sciences

Information Storage and Retrieval

Information Theory

Inostrannye jazyki v Skole

Inostrannye jazyki v vySej Skole

Institut za Bilgarski Ezik <Sofija> : I1zvestija
Institute of Electrical and Electronics Engineeransactions
ofnprofessional communication

Institute of the Classical Studies <London>: Buliedf the ... of the
University of London

Intermediair

International Economic Review

International Forum on Information and Documentatio
International Journal of American Linguistics
International Journal of Applied Linguistics

International Journal of Bifurcation and Chaos
International Journal of Corpus Linguisitcs

International Journal of Corpus Linguistics

International Journal of Dravidian linguistics
International Journal of General Systems

International journal of Geographical Systems
International Journal of Man-machine studies
International Journal of Psycholinguistics

International Journal of Slavic Linguistics and Boe
International Journal of the Sociology of Language
International Journal of Translation

International review of applied linguistics in larage teaching
International review of the aesthetics and sociploigmusic
International Statistical Review

Internationales Archiv fur Sozialgeschichte dertdelien Literatur
Interstate Bulletin

Intus News

IPO Annual Progress Report

IRE Professional Group on Information Theory, Teoi®ns
IRE Transactions on information theory

Isis

Issledovanija po fonologii
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List of Journals Containing Contributions to Quantitative Linguistics

Issledovanija po strukturnoj tipologii
Italian Journal of Applied Linguistics - Statistiagplicata
Itogi nauki i techniki

Izvestija akademii nauk azerbajdZanskoj SSR <BdkKserija literatury

I jazykov
Izvestija Akademii Nauk GSSR / Serija jazykov etdétury
Izvestija Akademii Nauk Kirgizskoj SSR, Frunze

Izvestija akademii nauk latvijskoj SSR

Izvestija Imperatorskoij Akademii Nauk / Bulletire diAcadémie
Impériale des Sciences de St.-Pétersbourg

Izvestija sibirskogo otdelenija akademii nauk SSR

Jahrbuch des Committee on Modern Language Teaching
Jahrbuch fur classische Philologie

Jazykowdné aktuality

Jazykovednyasopis

Jazykovedny sbornik

Jazykovye universalii i lingvisteskaja tipologija

Jezyk Polski

Jezyki obce w skole

Jezykoznastwo

Jiangnan daxue xuebao (ziran kexue ban) = Joufid@uagnan
University (Natural Science Edition)I[Fg K=254% (H SREHFAR) |
Jisuanji gongcheng = Computer Engineering & H1 T ]
Jisuanji gongcheng yu yingyong = Computer Engimggand
Applications [15 AL T2 5 B ]

Joint Publications Research Service

Jornal of Applied Probability

Journal Belge de neurologie et psychiatrie

Journal de la société de statistique de Paris

Journal de psychologie normale et pathologique

Journal of abnormal and social psychology

Journal of Applied Psychology

Journal of Applied Statistics

Journal of Chemical Information and Computer Sasnc
Journal of Child Language

Journal of Chinese Linguistics

Journal of Classification

Journal of Cognitive Neuroscience

Journal of Cognitive Science

Journal of Communication

Journal of Computational and Graphical Statistics
Journal of Computer and system sciences

Journal of Consulting and Clinical Psychology

Journal of cybernetics

Journal of Documentation
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Tim Rostin

Journal of Econometrics

Journal of educational psychology

Journal of educational research

Journal of English linguistics

Journal of experimental child psychology
Journal of experimental pedagogy

Journal of experimental psychology

Journal of experimental psychology / General

Journal of experimental psychology / Learning, Meymmand Cognition
Journal of experimental psychology, human learmind memory

Journal of Experimental Psychology: Learning, Meynand Cognition
Journal of General Psychology

Journal of genetic psychology

Journal of Information Processing

Journal of Informetrics

Journal of Intelligent Information Systems
Journal of juvenile research

Journal of Language and Linguistics
Journal of Law and Information Science
Journal of Learning Disabilities

Journal of Librarianship and Information Science
Journal of Linguistics

Journal of Machine Learning Research
Journal of Marketing

Journal of mathematical analysis and applications
Journal of Mathematical Physics

Journal of mathematical psychology
Journal of Memory and Language
Journal of Multivariate Behavior Research
Journal of music theory

Journal of Natural Language Processing
Journal of Neurolinguistics

Journal of Philology

Journal of philosophical logic

Journal of Phonetics

Journal of Physical Studies

Journal of Pragmatics

Journal of psycholinguistic research
Journal of Psychology

Journal of Quantitative Linguistics
Journal of Reading

Journal of Reading Disabilities

Journal of Scientific and Industrial Research
Journal of Semantics
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List of Journals Containing Contributions to Quantitative Linguistics

Journal of Social Psychology

Journal of Software

Journal of speech and hearing disorders

Journal of Speech and Hearing Research

Journal of Statistical Mechanics: Theory and Expent
Journal of Statistical Physics

Journal of Statistical Planning and Inference
Journal of the ACM

Journal of the acoustical society of America

Journal of the American Oriental Society

Journal of the American Society for Information Swe
Journal of the American Society for Information Swe and
Technology

Journal of the American Statistical Association

Journal of the Elisha Mitchell scientific society

Journal of the Institute of Actuaries

Journal of the international Folk Music Council

Journal of the international phonetic association

Journal of the Polynesian Society

Journal of the Royal Asiatic Society of Great Brit& Ireland
Journal of the Royal Statistical Society / B

Journal of the Royal Statistical Society. Serieg&neral)

Journal of the Royal Statistical Society. SerieiSAatistics in Society)
Journal of the Royal Statistical Society. SeriesSAatistics in Society
Journal of theoretical biology

Journal of Verbal Learning and Verbal Behavior
Journal of Zhejiang University Science C
Journalism Quarterly

Kalbotyra

Keiryo Kokugogaku = Mathematical Linguistics & [EFE5] 315
Kibernetika

Kielikello: kielenhuollon tiedotuslehti

Klagenfurter Beitrdge zur Sprachwissenschatft

Klagenfurter geographische Schriften

Kodias, Code

Kokugogaku

Koniglich-Sachsische Gesellschaft / Philosophisisiehische Klasse:

Berichte tber die Verhandlungen ...
Kopenhagener Beitrdge zur germanistischen Linduisti

Kratylos
Kul'tura i pis'mennost Vostoka
Kultura i Spoteczéstwo

Kurier der Rumanischstudenten
Kvantitativnaja lingvistika i avtomaticeskij analiekstov [Quantitative
linguistics and automatic text analysis]
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Tim Rostin

Kwartalnik Neofilologiczny

KYB (Kybernetika)

Kybernetiky a jeji vyuziti

La parole

La Pathologie générale

Ladinia

Language

Language & Communication

Language and Cognitive Processes
Language and Communication: Special Issues
Language and Linguistics Compass
Language and Literature

Language and Speech

Language and style

Language Dynamics and Change
Language Learning

Language Learning & Technology
Language Problems and Language Planning
Language Research

Language Resources and Evaluation
Language Sciences

Language Teaching and Linguistic Studies
Language Testing

Language, Culture and Curriculum
Language: Supplements

Languages

Langue francaise

LDV-Forum

Le francais moderne

Le Monde Oriental

Le Moyen Age

Learning Disabilities Research & Practice
Learning Disability Quarterly

Leeds Studies in English and kindred languages
Les Cahiers de l'analyse des données
Les langues modernes

Leuvense Bijdragen

Lexicographica

Lexis

Library Trends

Lietuvos matematikos rinkinys

Limba Roméasa

LIMP

Lingua
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List of Journals Containing Contributions to Quantitative Linguistics

Lingua e stile

Lingua Nostra

Lingua Posnaniensis
Linguistic Analysis
Linguistic Communications
Linguistic Discovery
Linguistic Inquiry
Linguistic Sciences
Linguistic Typology
Linguistica [= Lingvistika]
Linguistica Antverpiensia
Linguistica slovaca
Linguistica uralica
Linguistics

Linguistics - An Interdisciplinary Journal of thehguage Sciences

Linguistics in Amsterdam

Linguistik und Datenverarbeitung

Linguistique

Linguistique et Mathématiques

Linguistische Arbeitsberichte

Linguistische Berichte

Lingvistycni Studiji

LISTENER

Listy filologické

Literarni noviny

Literary and Linguistic Computing

Literaturblatt fir germanische und romanische Rbge
Litteraria

Lore and Language

Magazin fur Stenographie

Magyar nylev. Budapest

Masinnyj perevod i prikladnaja lingvistika
Matematéeskoe prosveégnie

Matematyka

Materialy stowarzyszenia stenograféw i maszynigielkkich
Mathematical Programming

Mathematics Magazine

Mathématiques et sciences humaines
Mathematisch-Physikalische Semesterberichte
Mechanical translation

Mediaeval studies

Medizinische Psychologie

Melos

Mémoires de la Société de linguistique
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Tim Rostin

Mémoires de la société finno-ougrienne
Memory & Cognition

Meta: Journal des traducteurs

Methodica

Metodoloski zvezki

Metody analyzy a interpretacie hudby z historickérgystematického
aspektu

Michigan Quarterly Review

Mind

Minsk state linguistic university bulletin
Miscellanea barcinonensia

Mitteilungen des Instituts fur Orientforschung
Mnemosyne

Modern language forum

Modern language journal [= The Modern Language rdalir
Modern language notes

Modern language quarterly

Modern language review

Modern languages

Modern Philology

Moderna sprak

Moldavskij jazyk i literatura

Molecular Biology and Evolution
Monatshefte flr deutschen Unterricht
Monatsschrift fir héhere Schulen

Mondo Ladino

Mots

Movoznavstvo

Munchener Studien zur Sprachwissenschaft
Musikometrika

Muttersprache

Nachrichtentechnische Forschungsberichte
Nachrichtentechnische Zeitschrift

Naroda prosveta

Narody Azii i Afriki

NaSerec

Natural Language and Linguistic Theory
Natural Language Engineering

Nature

Naturwissenschaftliche Rundschau

Nauwno-Technteskaja Informacija
Nauwno-technéeskaja informacija / Serija 2: Informacionnye pEsei
sistemy

Nauwnye doklady vysSej Skoly / Filologgskie nauki
Nauka. Moskva
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List of Journals Containing Contributions to Quantitative Linguistics

Naukovy Visnyk Cerniveckoho Universitetu

Naukowyj wisnyk Czerniwezjkoho universytetu. Serlfermans’ka

filolohija wypusk [Wissenschatftliche Beitrage demildersitat
Czernowitz. Germanische Philologie]

Neuphilologische Mitteilungen

Neuphilologische Zeitschrift

Neural Computation

New Shakespeare Society Transaction Series

New Testament Studies

Non-Linear Analysis: Real World Applications

Norsk tidsskrift for sprakvidenskap

Nouveaux Mémoires de I'Académie Royale des SciegicBslles-
Lettres de Bruxelles

Novum Testamentum

Nowa Kultura

Nuovo cimenta a cura della societa italiana diéisic
Nyelvtudomanyi kbzlemények

Obueniecéteniju v nejazykovom vuze
Occasional papers on linguistics

Oceania

Oklahoma Academy of Sciences: Proceedings
Onomastica

Onze Taal

Onze Taaltuin

Open Linguistics

Orbis

Oriens Extremus

Orientalia christiana periodica, commentarii dementali aetatis
christianae sacra et profana

Ornicar

Osnabrticker Beitrage zur Sprachtheorie
OSU Working Papers in Linguistics
Oxford Slavonic papers

Pallas

Pametnik literacki. Warszawa

Papers from the 10th Regional Meeting. Chicago wistic Society

Papers of Regional Science

Papers of the Chicago Linguistic Society
Papiere zur Linguistik

Pattern Recognition

Pattern Recognition Letters

Pedagogical Seminary

Pedagogika

Perception and Psychophysics
Perceptual and Motor Skills
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Tim Rostin

Philologica

Philologica Pragensia

Philological Quarterly

Philologische Wochenschrift

Philologus: Zeitschrift fir das klassische Alterturmd sein Nachleben
Philosophical Journal

Philosophical transactions of the Royal Society
Philosophy of Science

Phoenix

Phonetica

Phonetica Pragensia

Phonologica

Phonology

Physica A: Statistical Mechanics and its Applicasio
Physical Review A

Physical Review E

Physical Review Letters

Physicalia Magazine

Physics of Life Teviews

Physikalische Blatter

PLoS ONE

Podstawowe Problemy Wspdlczesnej Techniki

Poetics = Poetyka = Bitika

Pokroky matematiky, fyziky a astronomie

Polonica

Popular science monthly

Poradnik §zykowy

Portugiesische Forschungen der Gorres-Gesellschaft
Pozna Studies in Contemporary Linguistics

Prace filologiczne

Prace Instytutu Podstawowych Probleméw Techniki PAN
Prague Studies in English

Prague Studies in Mathematical Linguistics

Praxis

Prikladnaja lingvistika

Princeton Conferences on Information Science arstieBys
Problems in Transmission of Information

Problemy kibernetiki

Problemy pereda informacii

Problemy shkolnogo uchebnika [Problems of Schoatli@oks]
Proceedings of the American Philosophical Society
Proceedings of the Annual Meeting of the Berkeleglistics Society

Proceedings of the Department of Education
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List of Journals Containing Contributions to Quantitative Linguistics

Proceedings of the National Academy of Sciencdb@nited States
of America
Proceedings of the National Academy of Scienceéb@fJSA

Procesamiento del Lenguaje Natural

Progress Report on Speech Research '78, RepodttarPinformation
Processing System (PIPS)

Przeghd Humanistyczny

Psichologéeskij zurnal

PSICL (Pozna Studies in Contemporary Linguistics)
Psychological Bulletin

Psychological Monographs

Psychological Record

Psychological Reports

Psychological Research

Psychological Review

Psychological Studies

Psychologische Beitrage

Psychologische Forschung

Psychometrika

Psychonomic Bulletin & Review

Psychonomic monograph supplement

Psychonomic Science

PTL - A Journal for Descriptive Poetics and Theofy.iterature
Publications de I'Institut de statistique de I'UsTsité de Paris
Publications of the modern language associatichnoérica
Qingbao kexue = Information Sciend&{i £l #]

Qingbao xuebao = Journal of the China Society toer8ific and
Technical Information{f iz 2= i

Qigihar daxue xuebao (zhexue shehui kexue banumadabof Qigihar
University (Philosophy and Social Science) 1 /K K254k
(R FEIR)

Quaderni di Semantica

Quality & Quantity

Quantitative linguistics

Quatrterly Journal of Speech

Rapa Nui Journal

Rassegna di studi etiopici

Raster

Reading and Writing: An Interdisciplinary Journal

Reading in a Foreign Language

Reading Psychology

Reading Research Quarterly

Recherches et méthodes nouvelles au service deitgrement des
langues vivantes

Recherches sémiotiques = Semiotic inquiry

Recueil linguistique de Bratislava
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Tim Rostin

RELC Journal

Rendiconti

Reports on Progress in Physics

Research in Ancient Chinese

Research in the Teaching of English

Research on Language and Computation

Review of Educational Research

Revist de lingvistic si stiinta literar

Revista italiana di linguistica applicata

Revista nacional de cultura

Revue Belge de philologie et d'histoire

Revue de I'Ecole nationale des langues orientales
Revue de I'enseignement supérieur

Revue de I'enseignement Supplements

Revue de linguistique romane

Revue de I'organisation internationale pour I'étdele langues
anciennes par ordinateur

Revue de mathématiques pures et appliquées
Revue de musicologie

Revue de philologie, de littérature et d'histoineiannes
Revue de ponétique appliquée

Revue de statistique appliquée

Revue des études latines

Revue des études slaves

Revue des langues vivantes

Revue francaise de science politique

Revue francaise de sociologie

Revue générale des sciences pures et appliquées
Revue Informatique et Statistique dans les Sciehusgines
Revue internationale d'onomastique

Revue Romane

Revue Roumaine de Linguistique

Revue Thales

Rivista di linguistica

Rocnik orientalistyczny

Rocznik Slawistyczny

Roczniki polskiego towarzystwa matematycznego.e&52riWiadoméci

matematyczne

Romance notes

Romance Philology
Romania

Romanica

Romanische Forschungen
Romanistisches Jahrbuch
Ruch Filozoficzny
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List of Journals Containing Contributions to Quantitative Linguistics

Ruch literacki

Russian linguistics

Russkaja razgovornaja rec

Russkaja r&

Russkij filologiceskij vestnik

Russkij Jazyk

Russkij jazyk v nacional'noj Skole
Russkij jazyk zu rubezom

Sananjalka

Sankhy: The Indian Journal of Statistics
Sankhy: The Indian Journal of Statistics / B
Sapostavitelno Ezikoznanie

Saratovskij gosudarstvennyj universitet im. N. G.
Saturday Review

Sbornik nadnych trudov

Scandinavian Journal of Psychology
Scienca revuo

Science

Science China Information Sciences
Scientific American

Scientometrics

Scklovaci technika

Semiosis

Semiotic Inquiry

Semiotica

Semiotika i informatika

Semiotische Berichte

Shakespeare Quarterly

SIAM Review

Significance

SKASE Journal of Theoretical Linguistics
SKY Journal of Linguistics

Slavia

Slavia occidentalis

Slavia orientalis

Slavic and East European Journal
Slavic and East European Studies / Etudes Slavestdéfuropéennes
Slavica

Slavica Pragensia

Slavistiéna revija

Slavjanskaja filologija

Slavjanskoe jazykoznanie

Slovenska literatira

Slovenské&es
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Tim Rostin

Slovo a slovesnost

SMIL Quarterly

Smith College Classical Studies

Social Science Information

Society for the study of the indigenous languadebe@Americans
Sociological Methods & Research

Sociological Models and Research

Sociometry

Soobgenija Akademii nauk Gruzinskoj SSR

South Pacific Journal of Psychology

Sovetskaja pedagogika i Skola

Sovetskaja tjurkologija

Sovetskoe Finno-ugrovedenie

Soviet Physics Doklady

Speech communication

Speech monographs

Speech, Music and Hearing: Quarterly Progress satdiSReport
Spektator

Sprache im technischen Zeitalter

Sprache und Datenverarbeitung

Sprache und Kognition

Sprachforum

Sprachkunst

Sprachtypologie und Universalienforschung
Sprachwissenschaft

Sprakvetenskapliga Sallskapets i Uppsala farhagaitin

Sprawozdania PAN
Sprawozdania z PosiedzEomisji kzykowej Towarzystwa
Naukowego Warszawskiego

Sprawozdania z posiedz&omisji naukowych oddziatu PAN w
Krakowie
Sprawozdania z posiedz&omisji orientalistycznej

Sprawozdania z posieddemisji oddziatu krakowskiego polskiej
Statistica Sinica

Statistical methods in linguistics

Statistical Science

Statistics and Computing

Statistics and Probability Letters

Statistics in Medicine

Statistique et applications linguistiques

STEK

Stenograf polski

Stenograf. Ezemesgjayj zurnal, posvja&®nnyj voprosam nanoj i
prakticeskoj stenografii

Strukturnaja i matemateskaja lingvistica

94

I—‘I—‘I—‘NI—‘I—‘I—‘I—‘-&I—‘J}I—‘NI—‘UWI—‘I—‘I—‘I—‘I—‘I—‘H':‘)

H
H

N WEDN

P PN N

P NP RPNRP RPN

[EEN
\l



List of Journals Containing Contributions to Quantitative Linguistics

Strumenti critici

Studi i problemi di critica testuale

Studi italiani di linguistica teorica e applicata
Studia Anglistica posnaniensia

Studia filozoficzne

Studia Leibnitiana

Studia Linguistica

Studia neophilologica

Studia Polonistyczne, Uniwersytet im. A. Mickiewecw Poznari
Studia religioznawcze

Studia Universitatis "Babes-Bolyai" Seria Inforneati
Studia z filologii polskiej i stowiaske]

Studier i nordisk filologi

Studies in Language

Studies in linguistics

Studies in Philology

Studies in Second Language Acquisition
Studies in Slavic and General Linguistics
Studies in the linguistic sciences

Studies of Chinese Language

Studiisi cercedri lingvistice

Studium Generale

Style

Suomalais-ugrilaisen seuran aikakauskirja/ Joutedh Societé Finno-

Ougrienne

Survey of English Usage, UCL

Svensk tidskrift for musikforsking
Symbolae Osloensis

Synthese

System

TAINF

Target

Teachers' College Record

Teorija peredé& soobgenij

Teorija verojatnostej i ee primenenije
TESOL Quarterly

Texas studies in literature and language
The American mathematical monthly
The American Naturalist

The American Statistician

The Annals of Mathematical Statistics
The Annals of Statistics

The Annals of the Harvard Computation Laboratory
The Bible Translator
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Tim Rostin

The Bulletin of the Phonetic Society of Japan
The Classical Quarterly

The Elementary English Review

The European Physical Journal Special Topics
The Higher Education

The Incorporated List

The Journal of Abnormal and Social Psychology
The Journal of Comparative Germanic Linguistics
The Journal of Experimental Education

The Mathematical Scientist

The Mental Lexicon

The New Scientist

The New Shakspere Society Transitions

The Philippine Journal of Linguistics

The Prague bulletin of mathematical linguistics
The Psychology of Learning and Motivation
The Reading Teacher

The Review of English studies

The Sciences

The Seventeenth Century

The Speller

The Statistician

The Theory of Science

The William and Mary Quarterly

Theoretical Linguistics

Theory and Practice in Language Studies

Theory of Probability and its Applications

Tianjin shifan daxue xuebao = Journal of Tianjinridal University
[RERITVE K224

TISUANG

TJDL

Toid keelestatistika alalt [Papers on linguosteis$t
Tokyogaikokugodaigaku ronsh= Area and Culture Studies [

HOAERE R T im ]

Tongji daxue xuebao (shehui kexue ban) = Journ@baofji University
(Social Science Section)flF K2z224R (FE2FHFAR) |

Traduction automatique

Transactions and Proceedings of the American Rigichl Association
Transactions of the American Philosophical Society

Transactions of the Bibliographical Society, 4thi&e

Transactions of the New York Academy of sciences

Transactions of the Philological Society

Transactions of the Society of Instrument and GorEngineers
Travaux de linguistique et littérature

Travaux de l'institut phonétique de Strasbourg
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List of Journals Containing Contributions to Quantitative Linguistics

Travaux du cercle linguistique de Nice

Travaux du cercle linguistique de Prague

Travaux linguistiques de Prague

Trends in Genetics

Trends in Information Management

Trudy AN Litovskoj SSR, Serija ob8stvennych nauk
Trudy instituta kibernetiki akademii nauk gruzingEsR

Trudy Samarkandskogo gosudarstvennogo universiteta

Tushu gingbao gongzuo = Library and Information
Serviced 515 TAF]

Ucenye zapiski

Ucenye zapiski kiSinevskogo gosudarstvennogo unitetesim. V. |.
Lenina

Ucenye zapiski Mockovskogo oblastnogo pedageskaja instituta im.
N. K. Krupskoj
Ucenye zapiski vuzov Litovskoj SSR

UCL Working Papers in Linguistics
Ungarische Jahrblcher

Universal Access in the Information Society
Universitat Kiel / Seminar fur Allgemeine und Inagaganische
Sprachwissenschaft: SAIS Arbeitsberichte aus demirge ...

University of California Publicatins in English

University of California Publications in Americarréhaeology and
Ethnology

University of California publications in Linguissc

University of California publications in Statistics

University of Colorado studies

University of lowa Studies: Child Welfare

University of Nebraska Studies

University of Virginia Abstracts of Dissertations

University of Wisconsin studies in language aneréture

Universum
Uniwersytet Gdaski / Wydziat Humanistyczny: Zeszyty Naukowe
Wydziatlu Humanistyczny / Filologia Polska / Prageykoznawcze

UniwersytetSlaski: Prace naukowe Uniwersyte§iaskiego w
Katowicach. Praceszykoznawcze

Uppsala Universitets Arsskrift = Acta Universitatipsaliensis
Ural-Altaische Jahrbicher

Uralische Philologie

Vestnik akademii nauk SSSR

Véstnik AV &R

Vestnik belaruskaha dzarzaunaha univétaiinja U. |. Lenina Serija 4
Véstnik kralovsk&eské akademiedd a ungni

Veéstnik Kralovsk&eské spolkénosti nauk
Vestnik Leningradskogo gosudarstvennogo univeesitet
Vestnik Moskovskogo universiteta / Serija 1: Filgija
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Tim Rostin

Vestnik obgestvennych nauk akademii nauk Armjanskoj SSR
Vestnik vysSej Skoly

Vigo International Journal of Applied Linguistics

Virittaja

Vision Research

Voprosy informacionnoj teorii i praktiki

Voprosy jazykoznanija = Problems of Linguisti@&fipocsr
SI3BIKO3HAHMS|

Voprosy kazachskoj fonetiki i fonologii

Voprosy Psichologii [Problems of Psychology]

Voprosy romano-germanskoj filologii i metodiki pagavanija inostr.
jazykov

Voprosy statistiki r&

Vox romanica

VPJ
Vycislitel'nye sistemy. Sbornik trudov instituta matdiki SO AN
SSSR

Waiguoyu (Shanghai waiguoyu daxue xuebao) = Jowinabreign
LanguagesAEiE ((EMESMERE K224 4R)

Waiyu jiaoxue yu yanjiu = Foreign Language Teactand Research |
PANEES AT N

Waiyu yu waiyu jiaoxue = Foreign Languages and iffeaching [
B 5 IMEH ]

Web Journal of Formal, Computational and Cognitiveguistics
Wiener Archiv fur Psychologie, Psychiatrie und N&agie
Wiener linguistische Gazette

Wiener slavistischer Almanach

Wiener slavistisches Jahrbuch

Wiener Studien

Wiener Zeitschrift fir die Kunde des Morgenlandes

Wiener Zeitschrift fir Philosophie, Psychologie UPéldagogik

Wirkendes Wort
Wissenschaftliche Zeitschrift der Humboldt-Univé&isiBerlin /
Gesellschafts- und sprachwissenschatftliche Reihe

Wissenschaftliche Zeitschrift der Universitat HdllBesellschafts- und
sprachwissenschatftliche Reihe

Wissenschatftliche Zeitschrift der Universitat Jé@esellschafts- und
sprachwissenschatftliche Reihe

WMU Journal of Maritime Affairs

Word

Word Ways - The Journal of Recreational Linguistics

Yale classical studies

Yearbook Modern Language Forum

Yearbook of the national society for the study dfi@ation

Yulin shizhuan xuebao = Journal of Yulin Teacheodl€gje
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List of Journals Containing Contributions to Quantitative Linguistics

(Philosophy and Socical Sciencé) pk)ifi% 24K]

Yuyan Wenzi Yinyong = Applied Linguistic§i& & 3 7w ]
Yuyan yanjiu = Language studif[s i 57]

Z polskich studiéw stawistycznych

ZADS (Zeitschrift des allgemeinen deutschen Spraains),
Wissenschaftliche Beihefte

Zastosowania Matematyki

Zbornik za filologiju i lingvistiku

ZDULB (Zeitschrift fur Dialektologie und Linguist)k- Beihefte
Zeitschrift der deutschen morgenlandischen Geselfsc
Zeitschrift fur alttestamentliche Wissenschatft

Zeitschrift fur angewandte Mathematik und Physik
Zeitschrift fur Anglistik und Amerikanistik

Zeitschrift fur Antikes Christentum

Zeitschrift fur Balkanologie

Zeitschrift fur deutsche Philologie

Zeitschrift fur deutsche Sprache

Zeitschrift fur Dialektologie und Linguisitik

Zeitschrift fur empirische Textforschung

Zeitschrift fur Entwicklungspsychologie und padagobe Psychologie

Zeitschrift fur experimentelle und angewandte Ps\adjie
Zeitschrift fur franzésische Sprache und Literatur
Zeitschrift fur germanistische Linguistik

Zeitschrift fur Klinische Psychologie

Zeitschrift fur Literaturwissenschaft und Lingulsti
Zeitschrift fur Mundartforschung

Zeitschrift fur padagogische Psychologie

Zeitschrift fur Phonetik und allgemeine Sprachwnssanaft
Zeitschrift fur Phonetik, Sprachwissenschaft und
Kommunikationsforschung

Zeitschrift fur Physik

Zeitschrift fur Psychologie

Zeitschrift fur romanische Philologie

Zeitschrift fur Russisch-Unterricht

Zeitschrift fur Semiotik

Zeitschrift fur slavische Philologie

Zeitschrift fur Slawistik

Zeitschrift fur Sprachwissenschaft

Zeitschrift fur vergleichende Sprachforschung [alsohn'sche
Zeitschrift - KZ]

Zeszyty gzykoznawcze

Zeszyty Naukowe Uniwersytetu todzkiego

Zeszyty Naukowe Wiszej Szkoty Pedagogicznej w Opolu
Zeszyty Naukowe Wiszej Szkoty Pedagogicznej w Szczecinie
Zeszyty Prasoznawcze
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Tim Rostin

Zeszyty teoretyczne stowarzyszenia stenografowszyra stek
polskich

Zhejiang daxue xuebao (renwen shehui kexue baoyeal of
Zhejiang University (Humanities and Social SciefdasiL K554k
(NSTHEEFIR)

Zhongguo yuwen = Chinese languagé]i& ]

Zhongwen xinxi xuebao = Journal of Chinese InfoioraProcessing
[ 305 BFR]

Zielsprache Deutsch

Znanie - sila

Zoological Studies

ZPHSK (Zeitschrift fur Phonetik, Sprachwissenscloaid
Kommunikationsforschung, 1961-1992)

Zpravy statnihod&snopisného ustavu

Zurnal psichologii pedagogij i psikotechniki
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Book review

Hanna Gnatchuk: Sound Symbolism. A phonosemantic analysis of German and English
consonants. Saarbriicken: Akademiker Verlag, 2015, 96 pp.

Reviewed by Denys I shutin (shutndenis@mail.ru)

The debatable problem of a direct linkage betweauinds and meanings (sound
symbolism) has been a matter of concern througleeuturies. The author of the book
focuses on the detection of the meanings for Emg@isd German consonants in the human
psyche and at a textual level statistically. Inhsaavay, subjective (in the human psyche) and
objective (at a textual level) types of sound syhsibo have been analyzed in the present
book. In this project, the author emphasizes thpomance of following correct method-
ological demands in order to receive authentica@jdctive results.

On the whole, the book consists of three chapféne first chapter “Theoretical
fundamentals of phonosemantics as a linguistiamlise” deals with a thorough overview of
theoretical problems in the given branch of lingags A careful attention is paid to the
previous studies of the analyzed phenomenon asasetb its typology (classification). A
critical consideration is given to the unresolvaedbtems in phonosemantics — character
(universal or national), methodology and natureaind symbolism (which factors evoke the
phenomenon). Moreover, the author sheds light apemesults of the experimental studies of
sound symbolism (subjective sound symbolism) a$ agethe research at a lexical level. She
outlines the methodological errors in the proceslwethe previous research. Finally, she
gives a thorough description of phonesthemes amdttidies on this issue.

The second chapter “The investigation of subjectivend symbolism” deals with the
detection of the meanings for German and Englistsapants in the human psyche. In this
case, the author undertakes a psycholinguisticrarpat among German and English native
speakers by giving the questionnaires with the sgar® instructions. The data have been
statistically processed with the help of Osgoodsn@ntic Differential, chi-squared test and
Chuprov’s coefficient K. The following scales ofett©Osgood’s Semantic differential have
been used: (1) weak — strong, (2) pleasant — usgtea(3) slow-fast, (4) small — big, (5)
cruel — kind, (6) rough — smooth. The aim of thestjuared test is to corroborate or falsify
statistically significant connections between saiadd meanings in the human psyche. The
degree of this connection is determined with thép hef Chuprov’'s coefficient K (the
coefficient of contingency). Therefore, the resufsthe psycholinguistic experiment have
shown that German and English consonants expretssnceneanings. The semantics of the
sounds has turned out to depend upon the voickeotdnsonants. Moreover, the meanings
have been systematized for each consonant stalligtidhe results can be useful for the
creation of brand names.

The third chapter “The investigation of objectivaiad symbolism” is engaged with a
guantitative analysis of English and German poentsp@ose excerpts. The objective of this
chapter is to corroborate the connection betweenfriquencies of the consonants and the
mood of the poems (prose extracts). Thereforeatitleor divides the poems and prose pieces
into two groups — optimistic and pessimistic gradpexts. The optimistic group includes the
poems with a positive description of the events r(rage, joy, gratefulness, etc) and
pessimistic description (sorrow, war, etc). In sackay, the frequencies of each consonant in
each group have been found. The data have beeasticdly treated by means of the chi-
squared test and Chuprov’s coefficient K. As a lteghe author has corroborated the
connection between the mood of the texts and thgeausf certain consonants. The outcomes
can be of great use to the authors who are intetaledake a certain impression on the
audience by means of the usage of certain sounds.

101



As a matter of fact, the study is a good startioigfpfor the investigation of the human
view of the world in relation both to the humaneimal states and to the evolution of human
abilities from the biological point of view. The wis in which some phonosemantic relations
are detected can be ordered chronologically acegrii our evolution from primitive life of
organisms up to the human intellectual abilities.cdoperation with biologists is to be
recommended. At the highest, human, level perhagshplogists could intervene. Though
linguists consider phonosemantics a matter of istgus, an interdisciplinary approach would
be of advantage for several humanistic disciplines.
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Other linguistic publications of RAM-Verlag:

Studiesin Quantitative Linguistics

Up to now, the following volumes appeared:

1. U. Strauss, F. Fan, G. Altmarfroblems in Quantitative Linguistics 2008, VI
+ 134 pp.
2. V. Altmann, G. AltmannAnleitung zu quantitativen Textanalysen. Methoded u
Anwendunger2008, 1V+193 pp.
. l.-1. Popescu, J. Matek, G. AltmannAspects of word frequencie2009, IV +198
PP.
. R. Kbhler, G. AltmanrRProblems in Quantitative Linguisti& 2009, VII + 142 pp.
. R. Kdhler (ed.)lssues in Quantitative Linguistic009, VI + 205 pp.
. A. Tuzzi, I.-l. Popescu, G. AltmanQuantitative aspects of Italian text2010,
IV+161 pp.
. F. Fan, Y. DengQuantitative linguistic computing with Per2010, VIII + 205 pp.
l.-1. Popescu et aMectors and codes of te010, Il + 162 pp.
. F. FanData processing and management for quantitativguistics with Foxpro
2010, V + 233 pp.
10. 1.-I. Popescu, RCech, G. AltmannThe lambda-structure of text8011, Il + 181
PP
11. E. Kelih et al. (eds.)ssues in Quantitative Linguistics Vol.2011, IV + 188 pp.
12. R.Cech, G. AltmannProblems in Quantitative linguistics 3011, VI + 168 pp.
13. R. Kohler, G. Altmann (edslgsues in Quantitative Linguistics Vol 2013, IV +
403 pp.
14. R. Kohler, G. AltmannProblems in Quantitative Linguistics Vol. 2014, VI +
148 pp.
15. K.-H. Best, E. Kelih (Hrsg.)Entlehnungen und Fremdwdrter: Quantitative
Aspekte2014, IV + 163 pp.
16. I.-l. Popescu, K.-H. Best, G. Altmandnified modeling of length in language.
2014. 111 + 123 pp.
17. G. Altmann, RCech, J. Mé&utek, L. Uhlfova (eds.)Empirical approaches to text
and language analysig014, IV + 230 pp.
18. M. Kubat, V. Matlach, RCech,QUITA. Quantitative Index Text Analyz&014,
IV + 106 pp.
19. K.-H. Best (Hrsg.)Studies zur Geschichte der Quantitativen Linguiddiand 1.
2015, Il + 159 pp.
20. P. Zornig et al.Descriptiveness, activity and nominality in formaalil text
sequencesV+120 pp.
21. G. AltmannProblems in Quantitative Linguistics Vol. 2015, 111+146 pp.
22. P. Zornig et al. (2016Positional occurrences in texts: Weighted Consensus
Strings.2016. 11+179.pp
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